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ANNOTATION

Obshchiye Printsipy Proyektirovaniya Sistem Upravleniya
[General Principles of Designing Control Systems], Chembrovskiy,
0. A., Topcheyev, Yu. I., and Samoylovich, G. V., Moscow, "Mashi-
nostroyeniye" Press, 1972, U416 pages.

This book is one of several in the design engineer's hand-
book library, published under the general title QOsnovy Proyektiro-
vaniya Sistem Upravleniva Letatel’'nymi Apparatami [Essentials of
Designing Flight Craft Control Systems].

The book deals with general methods of designing control sys-
tems of aircraft, missile, and space complexes based on statis-
tical estimates of the characteristics of flight craft, ground,
and onboard control system equipment, and also methods of synthe-
sis for assigned effectiveness criteria. Heavy emphasis is given
to estimates of the technical capabilities of control systems in
various conditions of application. Designing methods are illus-
trated with examples from foreign technology.

Handbook material contained in the book can be used in the
initial stage of designing or for establishing preliminary re-
quirements for systems. The book is intended for design engineers
and for estimator engineers engaged in designing flight craft con-
trol systems. It will alsoc prove useful to instructors, graduate
students, and undergraduates in higher educational institutions.

53 tables, 165 illustrations, and 213 bibliographic entries.
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FOREWORD /5

Among the problems confronting design engineers, one of the
most important is the synthesis of large nonlinear systems, which
include aircraft, missile, and space complexes.

At the present time there are as yet neither mathematical or
engineering methods of synthesizing these systems, though several
hundred articles dealing with this problem have been published in
just the past two years in the periodical press. Therefore in
designing these complexes engineers resort to statistical compara-
tive analysis of the parameters of their individual elements. At
the same time, methods of optimizing internal loops (damping, sta-
bilization, remote control or homing) based on optimality criteria
are widely used. The necessity for simultaneously satisfying sev-
eral requirements is a complicated mathematical problem. There-
fore the design engineer, in selecting the optimal system para-
meters, is compelled to perform numerous calculations and to plot
curve nets, and select desired characteristics directly from these.
The large number of loops included in aircraft and missile sys-
tems considerably complicates design procedures.

From the foregoing it follows that the synthesis of complexes
with optimal or assigned effectiveness can be done only together
with the synthesis of all its major systems. Still, the synthesis
of a control system taken individually, separate from the entire
complex, must inevitably lead to a reduction in its efficiency.

The absence of mathematical, and even more so of engineering /6
methods of optimal designing naturally complicated the work of the ~—
authors. Therefore they saw their main problems to lie in demon-
strating the complexities arising in the combined designing of
control systems and of complexes as a whole; in describing the
most interesting design solutions; in clarifying trends in the de-
velopment of certain kinds of control devices and controlled ob-
jects; and, finally, in a general characterization of the routes
which the designer must follow, even though these routes do not
lend themselves to rigorous algorithmization.

The materials on specific complexes, control systems, and
individual installations, as well as prospects of their develop-
ment are presented in accordance with data published in the domes-

tic and foreign press. In several cases they are contradictory in
nature, ralsing difflaqulties in the statistical estimate of certain

characteristics and parameters.
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The functions and graphs presented in the book, along with
numerical values of certain parameters are generally approximate
and can be used only for rough calculations in the stage of pre-
draft designing of control systems. Also, some of the examples
given are purely methodological in emphasis, and numerical data
obtained therein can in no wise aspire to an estimation of the
capabilities of flight complexes.

The authors express their deep gratitude to Candidate of
Technical Sciences I. I. Smirnova, who wrote Section Eight of
Chapter Four. We would wish to express special gratitude and
sincere thanks to Doctor of Technical Sciences, Professor I. V.
Ostoslavskiy (deceased), who read the manuscript of the book and
made several comments on improving its contents.

All comments and suggestions should be sent to this address:
Moscow, B-78, Pervyy Basmannyy Per., d. 3, "Mashinostroyeniye"
Press.
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CHAPTER ONE
FLIGHT CRAFT CONTROL SYSTEMS

We class flight craft control systems into several indepen-
dent complexes: aircraft-missile, antiaircraft defense missilel,
and ballistic missile. For military aircraft, the aircraft-missile
complex consists of the control system of the aircraft proper and
the control systems of its armament (air-to-air and air-to-surface
missiles). The antiaircraft defense missile complex includes
short-range missiles and tactical and stratefic missiles. The
ballistic missile complex encompasses not enly attack missiles, but
also launch vehicles.

This chapter examines the structures and principles of de-
signing both individual control systems executing a number of
specific functions, as well as the totality of such systems form-
ing a single integrated system designed to perform a principal
mission (for example, interception of air targets or striking of
ground targets).

1.1. Function and Typical Structures of Flight Craft Control Systems

The trajectory of themass center of a flight craft system is
described by six functions of time: three coordinates and three /8
velocity components. Sometimes they can be replaced by any six —
independent parameters uniquely expressed in terms of these func-
tions. The motion of a body relative to its center of mass is
also described by six functions, namely: three angles (which form
axes of some absolute system and axes of coordinates associated
with the body) and their first derivatives.

These functions, as the solution of a system of ordinary
differential equations of order twelve, completely represent the
trajectory of the craft. The solutions obtained must satisfy
the conditions of the technical capability of the given craft
to execute the trajectory and guarantee, from the standpoint of
the criterion chosén, the optimum solution of the flight mission
or the function assigned to the complex as a whole.

Determination of a flight trajectory and its realization are
assigned to the control system. The motlion of a craft's center
of mass and its motion relative to the center of mass can be
considered separately in a number of cases.

Everywhere in the book we will mean by the term control only
control of the motion of the center of mass.



The trajectory of motion and the control law can be found
only given the condition that at some time instant coordinates and
velocity components are known, which in turn are determined based
on measurements of the parameters of the actual motion. Thus,
some subsystem performing functions only of data acquisition and
processing belongs to the control system. This subsystem is called
the navigation or guidance system. The result of its functioning
is a control law or control functions which describe changes in
control forces as a function of time. The second part of this
system -- the control system proper -- performs the function of
implementing the control law developed by the navigation system.

Processes of determining the control law and its implementa-
tion need not necessarily follow directly one after the other.
They can be separated by long intervals of time, as for example,
in the case of the programmed control.

The equipment for data acquisition and processing and the /9
equipment specifically implementing the control law can also be —
installed on different objects separated by great distances, for
example, several missile command--instrumentation complexes. 1In
a number of cases, especially when correcting a trajectory and in
the homing process, the acquisition and processing of data and im-
plementation of the control law occur nearly simultanecusly. Data
acquisition and processing can be implemented directly on board the
craft or only on the ground, with subsequent transmission of
commands to the control system of the flight craft. Depending on
which approach is used, an autonomous or command system type, or
some combination thereof are differentiated. An autonomous sys-
tem presupposes, in addition, the absence of any active sources
of radiation outside the flight craft. In these systems the
same computer can be used in both data processing and in imple-
menting the control law.

Command systems, in addition to data acquisition and proces-
sing equipment, include devices for encoding and for transmitting
the control law of data reception and decoding. The first two
groups of devices are located on the ground, and the second two --
on the flight craft.

Navigation systems are also characterized by the physical
nature of the carrier signal conveying information on the actual
motion of the object. Depending on this classification, navigation
systems can be of the radar, optical, infrared, and inertial types.
Moreover, systems can be divided into passive, active, and semi-

active. The latter use the energy of active irradiation of exter-
nal sources.

The advantage of command systems compared with autonomous
systems is that in several complexes, for example, in missiles of
all types, they permit multiple use of equipment. Their disadvan-
tage is the limitation of the zones within which parameters of

2



motion and command transmission can be measured, which can de-
teriorate the effectiveness of mission performance by flight
craft, limited carrying capacity of communication (control) chan-
nels, their poor antijamming capability, and also the worsening
of the precision of measurements at great distances of the flight
craft from the instrumentation complex.

Fig. 1.1. Onboard computer

From operator block diagram:
— L 1 -- Data input devices
___l ] 2 -- Data output devices
3 -- Control devices

4 - Memory
5 == Arithmetic device
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Autonomous systems in /10
several cases require com- —
plicated onboard equipment
with high reliability, which
adds to the weight of the
flight craft and occasions
special difficulties when the systems are used in long-range craft.

Differing degrees of automatization of navigation and control
systems are possible, that is, different degrees of participation
by man (operator) in data acquisition and processing and imple-
mentation of the control law. The current trend of introducing
onboard computers does not preclude the duplication of their indi-
vidual elements by man (Fig. 1.1) and, in particular, assigning
him certain hard-to-algorithmize tasks (for example, those asso-
ciated with image recognition, with decision-making, or with con-~
trol of data acquisition and processing). In these processes human
activity can be rationally combined with the functioning of semi-
automatic devices.

To simplify the contrecl of a flight craft, the control law can
be found with allowance for certain supplementary conditions im-
posed on the trajectory. Several guidance methods are differen-
Fiated in ﬁelation to the kinds of conditions involved (Fig. 1.2) /11
8, 48, 6617. —

When guidance by the pursult method is used, the velocity
vector of the flight craft must be continuously aimed at the tar-
get. In these cases the relative range r from the flight craft
(interceptor) to the target and the, angle ¢ between the
target veloclity vector Vt and tﬁe relative range vector?2 /12

3



e) "horizon

Fig. 1.2. Methods of flight craft guidance:
and 2 -~ For passing collision and head-on

1

o fu

[aT e}

collision courses respectively:
Along pursult curve
Constant-bearing approach with non-maneuver-
able target
Proportional approach
Matching-curve approach with fixed guidance
point:
A;, Bj, C = positions of target, interceptor,
and guidance point (fixed) at different time
instants
Beam-riding:
1 -- 0 = 45° 2 -- @f = 30° 3-- g¢ = 15°
[66]



are related by the following function:

e o T cosgy)eh

CRES (1.1)

where . _To(sin qio)2thh)
_—— v
(1 + cos )t

here k = Vf/Vt (Vf is the interceptor velocity, and the index

"Q" corresponds to values of the function at the initial instant
of approach).

The time of approach t is determined from the expression

= 7(cos @, F k) F ro(cos ¢ .o F &)
kVe —Vy . (1.2)

1=

The upper sign in expression (1.2) is taken for head-on
collision courses, and the lower -- for passing collision courses.

By the constant-bearing approach method, the vector of the
relative position of the interceptor-target (line AB in Fig. 1.2,
B) must be shifted parallel to itself, that is, the condition
¢g = 0. The condition for the time balance ensuring simultaneous

striking of the iInterceptor and target at the point of impact "0O"
gives rise to the bearing angle of the interceptor velocity vector

=
Vf, calculated in the form

|
sinm == ——J‘-sintpt

! (1.3)

Condition (1.3) is preserved even when the target velocity
continuously changes. In this case all the quantities n = n(t)

Vt = Vt(t), Vf = Vf(t), ¢f=¢f(t) are functions of time, and

guidance of each instant is exercised at the instantaneous impact
point.

The guidance parameters are found from the following ratilos:

/13
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1
N = aIccos V 1— gsinzq_ﬁ_;

! ]' i _a B
r=ro+ V%605¢t—'Vfl/l"iisukwt)f’ (1.4)

te=ro(Vpcosn — Vicos g

In the proportional approach method (proporticnal naviga-
tion), the following condition must be met:

(1.5
Be(1) = cqp(1), )
where ¢ is the bearing angle of the flight craft velccity vector;
and ¢ is the constant in the proportional approach method.
This method is more general than the two preceeding ones.

When ¢ = 1 and with the appropriate selection of initial value of
anglet%o, the condition of the pursuit method will be satisfied,

and when ¢+~ , we approach the condition of constant-bearing ap-
proach ¢ = 0.

The matching-curve approach or the matching methed (beam-
riding guidance method) presupposes that the flight craft, guid-
ance point, and the target are continuously on the same straight
line. This condition is observed if the equality

CFt{f)-‘-——ﬁff(f)

is satisfied for any laws of motion of target, interceptor, and
guidance point.

) If the heading ¢¢ of the interceptor velocity vector is deter-
mined by the expressidn where

i o
. t 0r .
sing = —~ —=slng, .
Yooy T
s and py are the distances from the guidance point to the inter-

ceptor and target, respectively, then clearly at the beginning of
a guidance when PE<<pe> the trajectory of motion is close to the

pursuit curve, and at the end of guidance, when pfzpt’it is close

to the trajectory of the constant-bearing approach.

)



The so-called angular method, in which the function /14

Ag()= g{E)— o) (1.8)

varies according to a given law can alsoc be considered; it
generalizes guidance by the method of constant~bearing approach
and matching-curve technique.

Iy

3'”"[_77 1 1 .
\ Sy Fig. 1.3. Values of normal
o TERR g-loads as a function of
\m, i guidance method, flight time,
4 R “ ! - or range of flight craft [66]:
\“LJZ\N " A -- For guidance by the pro-
2.__%&\‘ portional approach method
e | 8y = 60°, k = 23
0* 1’ o 107 merersin 1 __ Forn= 26°; 2 -- for n =
Ry 13°; 3 -- forn= 3%; 4 -= for
6 7 —R-E;%E“QS“ / n = Q°
Yy —— kS5t [ B -- For beam-riding guidance,
g ~ .
Pl N /lﬁjx" - / Ht = 9,15 km, M = 1-4% and for
[ »
2 Pl Ll - 7 two k and ¢_. values; for com-
- 1 i -L"z_,-ﬂ' 2_':-4{/ » -tD
B e -::{E_—.__&zé parison, the change in Ny for
) 5 7 520 25 40 3 tons ] .
B guidance by the pursuit method
is indicated here with a dot-
- dashed line, H_ = 9.15 km, ¢
Eh a I1ho:c’izon—7 t 0

= 14.4°, and k = &4

An important parameter characterizing the guidance method is
acceleration jH acting on the flight craft normally to its tra-

jectory (or its required g-load, Ny = jH/g), Fig. 1.3, a-c [6] and
determined by the derivative éf:

],,:H}_-Ofl
(1.9)
The function d':f is found by using the following expressions: /15
for the pursuit curve
V. (sing)=t=
g — —& (sin¢4) —;
¢ {l+4cosg)= (12.10)



for constant-bearing approach

(1.11)
for matching-curve approach
-2
2Wﬁﬁ%[ k2 ”)z]'
B=—t2 % '+’°°t“’t(sms¢t_" |: (1.12)
for proportional approach
1Lk 5Ty}
- Bl
= Y (% sin mg —sin G4 (—’--) X
Ty o
2k (v —15)sin 3,
X exp —————. (1.13)

The upper signs in equation (1.10) are taken when approach is
made along head-on collision courses, and the lower for approaches
along passing collision courses. Here the appropriate expression
for ¢ is substituted according to formula (1.1). The normal ac-
celeration or g-load for motion along the pursuit curve should
have increased indefinitely at the instant of impact with the
target (cf. Fig. 1.3, e). Actually, being finite, these gquanti-
ties preserve their maximum possible value until the interceptor
again switches to the pursuit method.

As is clear from expression (1.11), the angular velocity
B, ©OF the g-load jy, for constant .bearing approach are

equal to zero for the case of an attack on a nonmaneuvering tar-
get, which is an appreciable advantage of the method. When the
target does maneuver at constant velocity, the g-load of the inter-
cepteor does not exceed the g-load of the target (excluding instru-
mental errors in the homing equipment and target fluctuations).

Equations describing motion in constant-bearing approaches /16
admit of a solution in a closed form only for the value of the —
constant ¢ = 2 in the method (cf. relationship (1.5)). In fact
expression (1.3) is formulated for this case. Though accelera-
tion in this case, as well as for motion along the pursuit curve,
can attain high values, the reduction in the g-load during the
hop to the target by the constant-bearing approach method renders

8



this method quite promising for homing systems or for command
guidance of aireraft and missiles.

When two flight craft make a constant-bearing approach to an
active, maneuvering target, a supplementary force ensuring reali-
zation of the approach method must also be imposed, reaching a
considerable value for large initial ranges. This renders the use
of the above-described guidance methods of flight craft at very
large distances irrational.

However, they do find wide use in the guidance of aircraft
and missiles of different types.

1.2, Control Systems of Aircraft-Missile Complexes

The aircraft-missile complex combines two flight craft:
missile-carrying aircraft and air-to-air or air-to-surface mis-
siles. Systems for guidance and control of aircraft and missile
complexes will be divided structurally into two subsystems: long-
range guidance bringing the aircraft to a range of up to several
tens of kilometers from the flight target; short-range guidance
or homing, with which the aircraft autonomously approaches a tar-
get, correcting the errors of long-range guidance by information
on its relative position obtained by onboard instruments. Aipr-
craft-missile complexes include a third subsystem -- the subsys-
tem of guidance of the rocket to its target.

Long-range guidance systems with varying degrees of auto-
mation can be semiautonomous, command, op combination types.

Semiautonomous systems use groqnd;based localizer beacons,
whose signals together with readings of onboard instruments give /1
the pilot the information needed .to realize a specific trajectory.

Semiautonomous aircraft systems with varying degrees of auto-
mation are shown schematically in Fig. 1.4, a and b [30].

In the system of blind or all-weather landing (Fig. 1.4, c),
the pilot acts on the control devices guided by information he re-
ceived from the ground and visually, and also by the readings of
director instruments. Control devices also receive signals arriv-
ing automatically from the computer. Essentially this system can
serve as an example of an automatic system in which control is
corrected manually.

Aircraft systems of autonomous navigation are constructed
mainly on the basis of inertial sensors (accelerometers). Advan-
tages of the systems include the concealment of their operation
(they do not betray themselves by any external radiations), anti-
jamming capability, and rapid output of data regardless of meteoro-
logical conditions, relief of the terrain over which the aircraft

9
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C gonofior d8uwenue F%g. 1.4, Semiautonomous /18
aircraft control systems: —
a -- Manual control by in-

T struments: y = radio beacon

(radio station) heading angle;
L = range to radio beacon;
z{g) is the cross track error
from given course

g
2
T
[~
St

Ap is the difference between

E . .
the given and instantaneous

NMpodonenoe dfuwsnue

e course;
; 5 ;}:: o is the angle of attack
D g is the sldeslip angle
St - y is the bank angle
D ¢ 1s the pltch angle
=) - £ is the deviation from the

given trajectory at height
H

a1 Sen
deflection angles of the
ailerons, elevators, and
rudder

b -- the director heading
based on a single channel

Nare the controlling para-
meters (angles of pitch,
bearing, bank, and so on)

N,g are the assigned para-

meters in the computer (the
same as those for control)

and § are the
ru

Lucmeng
yrpafre-
Hug

GPO is the deflection angle of the director instrument pointer
8_s is the control surface deflection angle
¢ -- manual and director controls;
1 -- indicators; 2 -- pilot's visual information; 3 -- ground-
data acquisition devices; 4 -- information transmitted from the
ground
KEY: A -~ Separable instruments F -- Director instrument

B -- Pilot 3 == Sensor

C -- Side motion H == Computer

D -~ Aircraft I -- Control system

E -- Longitudinal motion
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is flying, and factors determining the time required to acquire
incoming information.

The main drawback of inertial systems is the presence of
errors linearly accumulating and varying with the Schuler period,
which leads to the necessity of correcting them by feeding in-
formation from the Doppler velocity sensors, or correcting the
positions of the axes of the accelerOmeters using radar or star

trackers.

Various hyperbolic (Loran, Decca, and Gee) or circular (Shor-
an) systems are long-range semiautonomous navigation systems.
Essentially, the operation of a difference-range finder hyperbolic
system (Loran)consists in measurement onboard the aircraft of the
difference At of the time of arrival of pulsed signals Dbeamed
by two ground stations proportional to the difference AR of the
dlstances from the aircraft to the two adjoining stations

AR = et (1.14)

(c is the radio wave propagation velocity in a homogeneous atmos-
phere) and remaining constant for movement along a hyperbola at

whose foci these stations are located. To each value of this dif- /1
ference corresponds one of a set of confocal hyperbolas. The in- —
tersection of two hyperbolas belonging to different families deter-
mines the location of the aircraft relative to the ground statioms,
whose coordinates must be known well.

Two families of hyperbolas are realized by means of three
stations, one of which is the master (radiating signals), and the
two others are the slave stations, retransmitting the signals of
the master station; here each pair of stations beams signals of
different duration in the pair's carrier frequency.

When continuous modulated signals are beamed, the hyperbolic
system can be constructed on the principle of measuring the phase
difference (the Decca system). The quantity AR, in this case equal
to the difference of the distances from the aircraft to the ground
gtations, is determined in terms of the phase difference A% in the

orm

AR =——AQ, (1.15)

where AU is the working wavelength.

_Hyperbolic systems can also be used for automatic navigation
of aircraft and missiles.

11



They are characterized by great range (the Omega system,
which differs from the Loran system by the lower working frequency,
provides a range of more than 10,000 km) with a preclsion of air-
craft position deBermination of from 0.9 percent of the distance
at the angle + 30 {relative to the normal to the base line of the
two stations) to 1.8 percent of the distance at the angle + 60°
and nearly unlimited carrying capacity. However, errors in tra-
Jectory determination with inerease in range become too great and
the system 1tself i1s subjected to interference.

To acquire the third coordinate, information of a radio
altimeter or other altltude meter is fed into the navigation sys-
tem.

A global system of ultra long-range navigatlon can be also
constructed in several ways based on artificlal earth satellltes,

First method. The Doppler frequency of a signal emltted by

a satellite 1s measured on an alrcraft or other moving object.
The minimum distance between the alrecraft and the navigation

satellite is determined by the transit time of the Doppler fre- /20
quency past zero and by the shape of the Doppler curve. Radio -
signals emitted by the navigation artificial earth satelllte

AES/ contain information on 1its orbit (ephemerides), which is
continually updated from transmitting ground stations from in-
strumentation complexes., Data on the absolubte satellite position
and on the relative position of the airplane at some instant of

time and veloclty permit its flight trajectory to be determined.

Advantages of this system of navigation (Fig. 1.5, a and b)
are not only its global coverage (with the appropriate number
and arrangement of AES), high potential accuracy, and independence
of meteorologlcal conditions, but also the absence of communlca-
tions with the ground.

Navigation using speclal Transit type satellltes can provide
an accuracy of alrcraft position determination to several hundreds
of meters.

The second method /1507 is based on measuring the relatlve
range two or three satellites and can be reallzed both 1n a
version similar to the Ioran system (satellites with specific
discretization emit coded signals), as well as in a versilon in /21
whilch the satellites are used as actlve two-way relay stations £21
on the lines: aircraft-AES and AES-ground station. When two AES
are used, additional radio altlimeter data 1s requlred; measure-
ment relative to three satellites gives all the needed informa-
tions.

The third method i1s based on measuring the aircraft-AES
heading relative to some fixed axls. In thls case the satelllte
has two mutually perpendlcular directilonal antennas, whose

12
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1 2 2 Flg. 1.5. AES-aided naviga-
| L] e tion block diagram:
7 5] ' a -- entire complex: A -=-
2] ! ground equipment
777 i B -- equlpment located on the
L-=d et -= : airplane
a) b) 1,5 1, and 13 -- navigation
at time instants tl’ t2, and
ts (t1< t, < t3)

-~ AES tracking station

-~ coordination-computer center

-- statlon transmitting orbltal parameters for the AES
-+ alrcraft receiver

-=- computer

-- onboard ailrecraft equipment:

recelver of AES signals (1.1 -- Doppler frequency)
-- orbital data block

-- time signal receiver

-- time transducer

-- computer

-- indicators of aircraft position data
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position is stabllized in space (the Westinghouse project /I507),
or which on rotating at a certain velocity form a fan-shaped
radiation pattern (the Philco-Ford project). 1In the latter case
not only must the time instant and angle at which the aireraft
transits the directional radlo beam be known, but also the ephe-
merides of the satellite, its orlentation, and its angular velo-
city.

All these methods presuppose a system including several AES
arranged 1n speclflc orbits, a ground complex for the determina-
tlon of thelr trajectory and the transmission of required data
to them, onboard equlpment on the ailrcraft, consisting of receiv-
ers acquirlng AES data, and sometimes even lnterrogator-stations
and an onboard computer. The onboard alrcraft system also needs
a high-precision time transducer: time signals, however, can be
transmitted to it from the AES.

When bulldlng integrated navigation systems (Fig. 1.6, a
/30/), various combinations of two or several different data
sources are possible. Thils complexity of the system imposes
increased requirements on the computer used not only in s0lving
navigatlon problems, but also for cohtrol. For example, the
MH-97 automatilc integrated system bullt by Minneapolis-Honeywell,
designed for installatlon on jet fighters, provides by means of
three principal systems the stabllizatlon of the magnetic heading,
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altitude, and indicated speed; alrcraft control in interception and
attack; stabilization of the alrcraft wlth respect to the three
axes; and warning of the pllot on ejection in dangerous flight
regimes.

In control executed durlng interceptlon and attack, the pllot
must establish one of four operating regimes: malntenance of
altitude, maintenance of the M number, turn to the right or left,
and automatic piloting (holding to a given flight regime).

Fig. 1.6. Block diagrams of alrcraft navigation and
control systems:
-- integrated navigation system:
-~ alrecraft
-- gutopllct
-- Doppler sensors
-- altitude and veloclty sensors
data output instruments
-- compass system
-- computer
~-- fuel indlcators
-~ inertial system

O o-~-10Wl W
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Fig. 1.6. Block diagrams of aircraft navigation and

control systems:

/Continuation/

10 -- automatic astrosextant

11 -- automatlc landing system

12 -- sight

13 -- radlo sensors

b -- AN/ASQ-61 DJANE system:

l -- sensor

2 -=- computer

3 -- Indlcateor

L <« temperature sensor

5 «- gtatic pressure sensor

6 -=- stellar navigator

7 == compass

8 == inertial platform

9 =« vertical gyro

10 -~ radio altimeter

11 -- angle-of-attack sensor

12 -- slip-angle sensor

13 -~ search radar

14 -~ tracking radar

15 -- Deppler radar

16 -- fuel consumptlon meter

17 -- englne sensor

18 -- signaling

19 -- air data system computer

20 -- central computer

21 -- flight control subsystem

22 -- data output device

23 -- analog data scanning generator
24 -- search radar scannlng generator
25 -- terrain map scannling generator
26 -- navigator indicator scanning generator
27 -- console

28 -- telescopic sight

29 and 30 -- pllot's vertical and horizontal indicators
31 -- monitoring Instruments

32 -- standby Instruments

33 -- navigator's indicator

34 -- recorders (for test)

35 -- pilot

36 -- navigator

37 -- aircraft

c -- MA 1l system:

fire control system

radar

antennas for communication, navigatlon, data transmis-
sion, and blind landing

communicatlion, navigatlon, and landing devices

digiter onboard computer

control and display devices

automatic flight control system 15



In developing aircraft control systems, a trend toward the
integration of electronlc and instrumental equipment based on the
onboard computer has been observed; 1n this case the computer can
function in the alrcraft navigatlon or control system, and iIn the
guidance of gulded missiles and fire control. '

An example of such a system 1s AN/ASQ-61 DJANE (Fig. 1.6, b
/I687). The pilot's role here amounts mainly to decision-making
and executing required corrective actlons. The tracking radar
(AN/APQ-88) displays an image of the terrain in front of the air-
plane and may also lock onto moving targets, including guided mis-
siles launched from the ground or from the alr, while the search
radar AN/APQ-98 detects moving targets, scans the terraln ahead

of the alircraft, and operates together with the obstacle-bypassing
radar. The central computer not only generates corrective signals
for the control system, but also can control the flight of air-
to-air or air-to-surface missiles. The automatlc control subsystem
AN/ASW-16 is capable of reallzing all aircraft maneuvers (except
for takeoff and landing), including side sighting for bombing.

An example of a system functioning in the regime of command or
autonomous guidance 1s the MA-1 system (Fig. 1.6, ¢), providing

for automatic alrplane flight from the time of 1liftoff to level-
ing at landing. The system has an onboard radar, but can also
operate with the ground-based Sage system or the Tacan short -~

range radio navigatlon system.

In semliautonomous guidance, the Sage or Tacan system, or
just the Tacan system alone are used. Attack on the target 1s
executed automatically or with the pilot's partlcipatlion by the
pursult or constant-bearing approach method.

The complexity of equipment and the presence of an onboard digital
computer make 1t necessary and possible to assign to the computer
the task of monltoring the status of the systems, detection and
automatic elimination of malfunctions (as, for example, is done
in the JLAAS electronic system of the U.S8. Air Force, developed
for the A-TA Corsalr Ling-TempcoVought llght bomber). These
systems, executing self-monitoring during flight, can communicate /24 .-
malfunction data to the pllot and in the event of serlous faill- —
ures take measures for normal functioning.

One of the measures used 1n overcoming antiaircraft defenses
equipped with missiles 1s low-altitude flights toward a target.
The navigation system 1in this case 18 automatlic or gsemlautomatic
and utilizes data coming from sensors and the radar measuring
nheadings and range. Two types of tracking systems for terraln
relief are known. In the flrst of these the azimuthal radar scans
in the horizontal plane and feeds information on the dlstance %o
the nearest objects at the glven altitude in relation to azimuth;
the maneuver is executed malnly in the horilzontal plane. In this
way 1t is difficult to provide for a very low flight altitude.
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In the second case the radar beam 1is directed in the horl-
zontal plane along the heading and scans the vertical plane,
This method makes it possible to guilde the alrcraft at a lower
altitude. A measure of simplification of the system conslsts in
equipping the onboard radar with a nonscanning antenna generating
Slgnals about an obstacle in front of the alrcraft.

Control of air-to-surface and air-to-air missiles is con-
structed on one of five guidance schemes: command semlautomatic,
command automatic, beam-riding, homing, and combination (for the
initial section with inertial or command system, and with homing
for the final section).

The simplest semiautomatic system of command guldance, which
-- 1t 18 true -- has a limited range, is the optical system,
providing sighting of ground point targets and missile flare. An
Increase in the range %for example, to 80 km for the Condor mis-
slle) 1s achieved by using a television system. In the opinion
of forelgn speciallsts, the general disadvantage of all these
optical and television guidance systems 1s theilr dependence on
condltions of visibility, and the possiblllity of camouflaging
targets by enemy smokescreens.

When missiles are controlled by radar, the task of using the
Same radar for actlons both against alr as well as ground targets £§§
1s dimposed.

Here there arises a difficulty assoclated with an increase
not only in the irradiation frequency, but also in the beam wldth,
whlch 18 due to the need to scan the greatest possible portion of
the sky for a high probability of air target detection. But a
narrow beam must be used in the system for air-to-surface missiles
to rgcognize the target in the midst of loecal objects producing
screen lnterference. A broad variation in the radar's working fre-
quency with changes 1n the nature of 1ts operation is used to
s0lve this problem.

In the guldance systems of air-to-alr and air-to-surface
missiles the same Integrating system 1s used as in navigation
systems on aircraft. In particular, when the guldance radar of
missiles is used, the Doppler system based on nonattenuated waves,
wilth higher resolving power but not providing rapid information
on range, can be combined with a pulsed radar systen.

Laser mlssile control systeme are even more Preclse than
Doppler systems (theoretically, by one order of magnitude). The
physical nature of the laser beam permits it to be broduced
without using antennas, which avoids radar blanketling effect,
especially for flat angles. Foreilgn specialists clte as one of
the drawbacks of laser systems the impossibility of their func-
tlonlng in an occluded atmosphere, in rain and fog.

17



Air-to-air rocket homlng systems, as shown by the analysils
given in /137/, are equipped with semlactive radar or passive
heat-seeking heads. The functioning of the former does not
depend on meteorological conditions and the time of the day; they
are suitable for all-angle and all-weather attacks. The second,
in addition to the covertness of operation, exhibilt high preclsion
for small mass and are the best for firing from the rear hemi-
Sphere.

The sensitivity of radar systems to jamming adversely affects
also the effectiveness of radlo fuses installed 1n missiles.
Therefore, a remote controlled fuse receiving a command signal
from the aircraft radar is used 1n foreign missiles. Selection /26
of the guldance (or homing) method is reflected in milsslle design
(1ts strength and mass), and the type and design of 1ts onboard
equipment. Since these problems are common to all gulded missiles,
they are considered in the following section.

1.3. Control Systems of Antlaircraft Mlsslle Complexes

Antiaircraft missile complexes are intended to strike the
enemy's flight craft (airplanes and missiles) from ground fire
positions or ships. The guidance systems are of the automatlic or
semiautomatic type wilth very limited operator participation. The
most widespread guidance systems for foreign antlalrcraft guilded
misslles (AGM) or surface-to-alr missilles %SAM) are the command
(beam-riding guldance) or semlautonomous systems.

A feature of command guldance systems 1s the fact that the
h miss (the minimum dlstance in the leg of a misslle near a
target) 1is portional to the range L. A greater miss distance
leads to an increase in the slze of the warhead. Therefore
command guldance systems are used only for antialrcraft misslles
of relatlvely short range; they can be used for guldance of no
more than one missile at the same time. The advantage of these
systems is the simplicity of the onboard equipment. Of course,
this is achieved by 1lncreasing complexlty of the ground system,
which, however, can be used agaln and again.

In automatic command systems using the lead polnt guldance
method (Fig. 1.7, a), tracking radars provide information on the
elevation angle, azimuth angle, and slant range ( ¢, x, Ly).

Tracking of a misslle 1s made easier 1f a transponder is installed

onboard the missile, sendlng coded radlo pulses to the guldance
station.

The data acgulsitlon equipment 1n the control system using
the matching-curve method (Fig. 1.7, b) includes only onboard
coordinators ZE&, 6§7. The onboard system of thz missile, posl-
tioned along the antenna axls, does not develop signals and,
thereby, control commands until the antennas located at the ends

of the missile fin assembly receive signhals of equal intensity. 727
18



Since the magnitude of the control force must be proporticnal
te the linear deviation from the trajectory, the onboard syatem
must contain elements determilning the range to the guldance sta-
tion.

A version based on this principle of a semiautomatic system
is possible 1n which the operator, by moving the command instru-
ment knob, triles to align the missile marker with the target
marker on his indicator. In the layout (Fig. 1.7, b), the computer
solves in advance the problem of the proper allgnment of the
launching installation by aiming the missille along the shortest
distance to the radar antenna coverage zone.

; I
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Fig. 1.7. Block diagrams of automatic and semi-
automatic surface-to-alr missiles using command
guldance:
-~ automatic command guidance system
-- semiautomatic command guldance system
-- target detection radar
-- target tracking radar
computer
-~ master beam radar transmitter
-- master beam radar receiver
-- antenna
-- Encoder
-- Recelver
-- Decoder
-- Transponder
Autopllot
-~ Mlssile
-- Target
-- Misslle
-= Control drive for elevation angle
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Flg. 1.7. Block diagrams of automatic and seml-
automatic surface-to-alr missiles using command

guidance:
/Continuation
J -- Control drive for azimuth angle
K -- Error signal
I -- Amplifier
M -- Elevation angle phase discrimlinator

N -- Azimuth angle phase discriminator

Analytic functlons describing guldance by the matchlng-curve
method show that 1t 1s marked by a large trajectory curvature, and,
therefore, large g-loads that increase guldance errors. This, in
turn, leads to a reduction in the system's effectlveness. The
large trajectory curvature leads to the necessity of having large
aerodynamic 1ift surfaces, which adds to the missile's welght.

As can be seen from the functions (1-9) - (1.13) and the /28
curves in Fig. 1.13, other guldance methods are characterized by —
smaller g-loads. Thelr implementation, however, requlres measure-
ments of range and the solution during the guldance process of
fairly complicated egquations. All this reduces antl-Jamming capa-
bility and leads to an linerease in the level of nolse and fluctu-
ation errors. The time for movement along curved trajectories 1n
the matching-curve method 1s longer than for guldance by the lead
point method. However, as noted by foreign specialists, thls ad-
vantage of the latter method dlsappears when guldance toward a
nonmaneuvering target 1is involved. As one of the advantages of
the matching-curve method, they note also the possibility of
guldance of several SAM wlth a single master radlio beam.

Forelign designers, as a rule, use the proportional approach
method in the homing systems of antiaircraft guided missiles
ZEGM7, building the systems on the basis of passive or semiactive
Soordinators {"lighting" of the target 1s done with ground radar).
They believe that semlactive systems wilth long range capablliity
along with relatively small welght of onboard equipment are best.
In large-radius milssile complexes they use homing systems in the
direct approach to the target after the long-range guldance stage.

1.4, Ballistic Misslle Control Systems

Ballistic missiles are designed to strike ground targets at
considerable dilstances from the launch site. Due to the increas-
ing welght of payloads, recently -- according to the data in
Zﬁ%§7, booster stages of ballistic missiles have begun to be re-
placed by more powerful launch-vehicle stages (cf. Section 2.8).
Carrying out these tasks lmposes high requirements on the accuracy
of missile motion along a trajectory.

20



Fig. 1.8 /43/ shows the allowable errors of inertial guidance
systems of ballistic missiles (BM); also included in this figure
Tor sake of comparison are analogous curves characterizing the
control systems of space craft (SC) of various types (Sc proper
and thelr control systems are examined in Chapter Five). From
the flgure it 1s clear that curve 4 of BM accuracy lies 1in the
reglon characterlzing the accuraey of S8C launching for inter-

planetary flights (curves 5 and 6). /29
Adapny Fig. 1.8. Requlrements on the
I rT———T—T=r accuracy of determination of
Tr————=\""] velocity vector as a functlon of
LI T |,{l]  mission of ballistic missile or
o LT T T\ Space craft /I3/:
—— — 1l -- V-2 rocket
1 AT v ; 2 -- Artificial earth satellite
UL 3 -- Space craft for lunar flight
, B T 4 -- Present-day long-range ballistic
&= —— T 5 missile
L T 5 -- Space craft for Mars flight
1R ! 6 -- Space craft for circumlunar
7T BHEL ] flight
ﬁw“f I — KEY: A -- degrees
—— f B -- m/sec
MIPH | SN N . /In Russian decimal number usage,
QW£;F) ZAL i 'EJ ! commas are equivalent to decimal points

“svvi 'y in American practice./

Over the long free phase of a 8C flight there is the possi-
bility of refining and correcting the trajJectory by using data
from_ground or onboard facilities. This is imposslble with the
BM 1357 in view of the absence of ground stations along routes,
the 1lnacceptability of using active onboard devices that would
decamouflage the missile, and also due to the complexlty of
bullding reliable astronavigational autonomous Systems permitting
the solution of the navigation problem with high aeccuracy over
a relatively short trajectory phase. All this leads to the use .
of autonomous and high-precision inertial navigation systems for /30
ballistic missiles. Such is the case, for example, with the iner- 423V
tial navigation system of the Titan II ballistic missile, or --
wilth thg addition of one more stage -- the Titan IIIC launch-

vehlcle”.

In the view of its developers, the integrated control syatem
of the Titan missile /B2/, besides high accuracy of target impact,
must provide the following:

a) short prelaunch preparation period;

b) reduction in the size of ground equipment (compared with
the Atlas missile system);
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¢) invulnerability to Jamming;

d) posslbility of simultaneous launch of several mlssiles;

e) hilgh reliablility (automatic detectlon of malfunctions and
their semiautomatic elimination);

£) minimum [sic] simplicity of replacing and repairing equipment
with the minimum number of maintenance personnel; and

g) the possibility of silo launch of missiles.

The main control stages of a balllstilc missile are as fol-
lows: flight during the powered phase, stage separation, and
stabilization during the transition to the ballistilc flight phase.
Control of the motion of the mass center and missile orientation
are executed during the powered flight phase, and control only
by orilentatlon -- during the ballistic flight phase.

A simplified block diagram of the integrated system of the
Titan IIIC launch-vehicle is shown in Fig. 1.9 a Z5é7.

Initial orientation of the gyrostabillzed platform and its
fixation to the absolute terrestrial coordinate system is carrled
out with platform-mounted pendulums and an optical device for
azimuthal orientation.

The onboard integrated control system can operate with auto-
matic self-monitoring and in addition it is linked to the ground
atatlon in such a way that the duty operator can monitor it and
control it at a distance (Fig. 1.9 b /173/).

Fig. 1.10 a /B2/ presents as an example the block-diagram of
the control system for the pltch channel during the powered fllght /31
phase of the Titan IIIC missille, based on ordinary operational
amplifiers. The presence of six different flight programs made
i1t necessary to readlly adapt the system to changes in the gain
factor of the missile 1tself. To solve this problem, the system
is divided into two interchangeable parts. The powered sectlon
1s standard for all flights, but the passive section depends on
the flight program.

A combination of first-order filters 1s used in the control
system for missille stabilization. In all except the zero stage,
thrust 1s controlled by deflectilon of engines mounted 1n gimbal
suspensions. The englne thrust vector in the zero stage 1s
changed by using injector valve control.

The control system for the powered trajectory section has
eight variants for changing the gain factor during flight, which
is done by switching in resistors in the am lifler 1input by com-
mand of navigation signals (cf. Fig. 1.10 a). Dynamic compensa-
tion is achleved by switching in passive RC-filters in the feed-
back cilrcuilt and 1n the amplifier input.
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Fig. 1.10 b presents one of the control channels for the
orientation of the misslle warhead during the free flight phase.
The control regime 1s set up in relation to the rate of orienta-
tion change. The regime of fixed and variable pulses 18 used at
hlgh velocities; only the fixed-pulse circult operates at low
veloclties. The fixed-pulse section stabllizing the head is
shaped by two flip-flop palrs,providing two triggering levels in
each directlon. The varlable-pulse circuit includes lead signal-
Shaping amplifiers, followed by two i1dentical flip-flops. The out-
put of the shaping device depends on the orientation error and
on 1ts rate change.

The accuracy of the Titan III missile control system can be
characterized, for_example, by the results of a December 1964
launch of an AES /artificial earth satellite/ into orbit with
apogee and perigee of 189 and 182 km, respectively, as against
a planned circular orbit altitude of 185 km. The time of revolu-
tion (88.2 minutes) differed from the plamned value by only 0.04
minutes. :

The 1nertial system of the Saturn IC launch vehicle 1s
another example. It can solve navigation problems autonomously
based on information acquilred from the gyroinertial block and
the rate gyroscope, but also receilve correcti radio commands
from a ground command-instrumentation complex (Fig. 1.11 a

£35/)

The functional diagram of the onboard navigatlon system of
the Saturn V milssile, constructed in accordance with an iterative
havigation algorithm /70, 130/, 1s shown in Fig. 1.11 a /34/.
The ST-124-M three-axes gyro platform, whose stabllization is
achieved with two-degree-of-freedom gyros wlth alr suspension,
ls one of the sources of informatlon for the navigation system
and_an element in the orientation control system (Fig. 1.11 ¢
[3%/). It has unlimited rolling angles relative to the pitch
and bank axes and a rolling angle of + 60° C about the yawing
axls (relative to the launch position). Trends are executed
in the sequence of change of the piteh, yaw, and bank angle read
off from the stabllized platform.

Readings of the sensors of the gimbal suspension turn
angles (measured with two-scale sensors) and the readings of
nine (three for each axls) integrating floated gyro accelero-
meters serve as Information sources for the navigation and
oriengation srstem, just as for similar systems of the Titan
missile,

Information is processed by the onboard computer, conver-
ters, and onboard data processing installation.

The onboard computer output consists of control commands
for orlentation and trajectory change, and also commands for

23

"

.
i

£



24

e
-
(13

-~ (OATOLIN UV VR

~
no

frzyrsmep 12c
( 1) dashenen u !
g ' mesnedIimes
gE1C B
3 i i E
g < |\ mepuuane-r—371 D bopmobas Apyeue
£ #b1il Eurveenmensitay 12 doprigfyte
s | [parepuricas "‘?“ HOWUNE cucmerst
[*=1
\ 7 & I—l g L?‘ﬂ
] A 6 A . ———
LM NTLINECKEE foynna HaIeHHILE 13 Cmoixg
£E el cmin ] il B
£ § ‘l.-'z:mnym&'ﬁb ' | & | nputaped navarswod cmapmoBsix
oR K cpuesmayuy g | 14 -
2 E | |eouenmayuu u npofepxu fpbeEpoX
b1
HeBuzayuoinas a)
J  unpoprayus K Om afopydolanan
/ cmapmolfiod nosuyui
g . RAR! ;
g § M 17
S5 N SUBHM Leig
N oy & ' >
3E J Anngpamypn |« 7 f
L=
] = 3 4 Kormpond F] |
5 reduzayuonnold p——————
EUCITENS! P I farens
0 wonmazad Hadi]
T 2ayucHyoi
| nepedavi 1 CUCmEHSI
L e
Q fAawens _y_ L B
emaloaxenun r Hewmp |
TIEREMERIFUREC =t } n
K020 KOHFIZINS Lroxmpeni
5 . Kodofo- -
fozAgcesanue Ko URIYREHAA
HOKT UHEpLU TN~ HodgaaLus
HO20 UIHEPUMIDNL” L
#o2o drowa
b)
1.9. Inertial navigation systems of the

Titan IIIC missile:
block dlagram:

coolant
veloclty

8
9

angular coordinates

commands

10

monitoring signals
initial orientation 11

(erection) signals

optiecal beam

12

13

~- azimuth error signal

-— onboard computer data
input

-- readout of onbeoard com-
puter data

-- dilscrete commands

-- angular deviations from
rogram
and 14 -- signals from launch

check stand



Fig. 1.9. 1Inertilal navigation EFﬁtems of the
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Titan IIIC missile
data block diagram:
accelerometer readings
angles of gimbal-ring deviations
monltoring. signals
control signals
gyro-stablllzed platform erection signals
functioning sequence check
cnboard computer monitoring signals
check of assigned values of controllable parameters
monitoring variables for accelerometer checks
monltoring variables for gyroscope checks
standard target parameters
control commands
discrete signals
-- onboard the launch vehlcle
-- pressure and temperature regulator
-- 1lnertial instrumentation
-- onboard computer
-- other onboard systems
-- ground facilities
-- optical device for azimuthal orientation
-- group of ground instruments for initial orilenta-
tion and check
-- launch check stand
-- navigation information
from launch site equipment
-- inertial instrumentation
-- onboard computer
-- navligation system monitoring equipment
-- data 1ink
-- navigation system monitoring console
-- telemetrlec monitoring display console
~-- monitoring center
-- matching of inertlal instrumentation block
commands
-- pulse-code modulatilcon

continued/:
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Fig. 1.10., Block diagram of individual flight
control systems of the Titan IIIC misslle for the
powered and free flight phases:
-~ pltch stabllization system for powered phase:
-- inertlal guidance system
-- amplifiler with variable gain factor
-~ veloclty amplifier
servodrive amplifier
-- third-stage drive
-- first-stage rate gyro
-- summator
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Fig. 1.10. Block dlagram of individual flight
control systems of the Titan IIIC missile for the
powered and free {light phases
/Cont inued/:
8 -- second-stage drive
9 -- first-stage rate gyro
10 -- first-stage drive
11 -- accelerometer
12 -- fllter
13 -- thrust vector amplifier
14 -- to output of zero-stage solid fuel engine

15 -- converter
16 -- to ground monitoring system

b -- control system for orilentation during free flight

phase:
-- inertlal guiding system
-~ flrst level discriminator
-- operatlon amplifier
== level discrimlnator

-- drive winding
-- controlling engines

O~ OWA =0 1Y =
]
1

9 -- second level discriminator

--block shaping first single-action {long) pulse

multlplexer of engine orientatlon control system

10 -- block shaping second single-action (short) pulse

b

]

Fig. 1.11. Block diagram and functional diagrams
of inertial navigation system of Saturn type mis-
giles
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Fig.

1.11. Block dilagram and functlonal diagrams

of 1nertial navigation system of Saturn type mis-
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/Continued/:
block dlagram of Saturn 1C missile system:
radioc correction commands from ground
fore-and-aft accelerometer
data converter
onboard computer
accelerometer
gyrostabilized platform
rate gyro
analog computer

10 & 11 -- power drives of first, second, and third stage

engines _

- commands from varlous onbcoard systems

functional diagram of navigatlonal system of Saturn V

mlssile:

Initial velocity

initial coordinates

Integrating accelerometer

computation of gravitational acceleration g(r)
computation of intermediate functions of algorithm for
golving navigational problem

computatlon of orlentation command

navigational computatilons

gyrostabllized platform turn angles

cutoff of vernier englne and ftrajectory control

- firing of vernler engine and trajectory control

~ orientation commands

- required orilentation angles

- other slgnals arriving at the orlentation control sys-
tem

control system for Saturn V mlssile orientation:

- gyrostabllized platform

artlculated platform suspension

- Integrating accelerometers

platform turn angles

accelerometer readings

computatilons of navigation and orientatlon command
orientation command

computation of control command

rate gyro wlth flxed axes

- fore-and-aft accelerometer (only in the Saturn IB)
- engine control command

- trajectory-changing engines

- orientation-changlng engines

~ milssile dynamlcs



stage separatlon and telemetric data on the functloning of the
system and the parameters of the trajectory being executed.

The computer of the control system shapes the commands for
the power drives of the swiveling sustainer engines 1n each of
the three stages and controls the firing of six auxlliary engilnes
secured  on the third S-4B stage. An operational memory
(Fig. 1.12) serves to acquire data which for certain reasons
cannot be transmitted at a glven instant to the earth. A safevy
device, with which each missile stage is equipped, provides a
command for cutoff of engines 1n the event of hazard arlsing
during flight (for example, rupture of fuel tanks).

The Importance of the Saturn V launch vehicle control sys-
tem for the life of astronauts and the successive realization
of the flight program of the Apollo spacecraft and the complekity
of 1ts functioning require several measures to increase reliabi- /36
1ity. In designing this problem was deemed to be more Important
than the need to reduce the weight, required power, and even
part of the cost.

Fig. 1.12. General block
dlagram of the control

Brws ] 7oz system of the Saturn V
B xifg;ﬁ;f;aea — mlsslile
1l -- A system for determin-
¢ D Ing emergency situa-
fpudopnsd 1 tion
gl omeer T 2 -- Decisions adopted on
emergency refturn
B 3 -~ Contrel system accele-
Tpemssn rometer
5-p | cmunens 4 -- Rate gyro
5-48 5 -- Firing of fixed
F auxillary engines
8mapas 6 -- Power drive of swiveled
cgg?b sustalner engines
5-16 g -- Control commands
fexfas -- Analog computer of
fﬁﬁ?b control system
9 -- Onbeoard digital com-
puter
10 ~- Gyrostabillzed plat-
form
1l -- Orilentation of con-
trol commands
12 -- Signals arrilving at the orientation of control system
13 -- Converter

14 -- Multiplexer
15 -- Operational memory
16 -- Safety device
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Fig. 1.12.

17
18
19
20
21
22

23
24
25
26

General block dlagram of the control system

of the Saturn V missile

/Continued/

-- Command link recelver
-- Transponder operating in the C-range
-- Transponder operating 1n the S-range
-- Radlo range beacon transponder

-- Digital data acquis
-- Calibrated telemetr

control system/)
-- Telemetrlce data
-- Measurement data

-- Doppler transponder (ODOP /off
-- Piring and cutoff of power plant

KEY: A --

Standby provilsl
navigation and control systems
structed in accordance with the pr

ol Bl wRely
'
1

Spacecraft section
Spacecraft

Instrumentation compartment
Instrumentation compartment

S-B third stage
3-2 second stage
$-1C first stage

ition system
ic system (RACS /radio acquisition

(DDAS)

set Doppler/)

on of various elements and subsystems 1n the
of the Saturn V missile was con-
inciple of obtaining maximum

rational advantage -- use of the simplest elements, absence of

appreciable complication of sys
If w, 1s the unreliablility factor,

tems, and other significant losses.
the expected number of fallures

of various elements or subsystems per milllon flights (with the
condition of a successful launch), and ug is the same index for

a wholly nonstandby system
attained reliabllity charac

gpecified by the followlng values £7é7=

30

ur. = 10,775, U.S = 56,959, us/ul" = 5-3‘
B - C
A N e B Fig. 1.13.
E(:H"—f: é:v‘,:—'n"1u Ay
....: 5HEM T -mgzr:'; T Fiyere| AerTE
. D
Lo °,
. o KEY: A --
A crLe 29l - -
1 Ta =279 B --
E
:a Peueriyee C --
] yerpsiemln o : D --
srgdy tazurafIenzd Z =
8y npamonzes dm-s
B 3., ] dmissile stage/ E --

A% g

(a standby system 1s absent), the
teristics of the control system are

Block diagram of

the integrated control sys-
tem of Minuteman I and Min-
uteman II

Onboard computer
Control of thrust
factor

Missile dynamics
Angular accelero-
meter

Computer and
stabilized plat-
form
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Let us examine the integrated control systems of the Minute-

man I or Minuteman II misslles; they are identical
the degree of reliability and by weight

b
1027) .

engine cutoff instant,
flring of the next engine, activates milssile defense count ermea -

sures at the required time

sends commands

and differ only
of equipment (Fig. 1.13

The system controls the thrust vector and the third-stage

for stage separation and

» orients the milssile nose cone as to

pitch, and fires retro engines for separation of the Instrumenta-

tion compartment.

The controlling moments in the Minuteman I and Minuteman II

413

a:edgroduced in different ways, which can be seen from Table 1.1
3/

TABLE 1.1 /38
Missile |[Chant Method of Method of pro-
Type  |nel Ptage ~braining ducing control
angular rate morent
cceleration )
ing : i of
Mingte- |6 % | LI !‘?neasurement ﬂOtaFlO
man I . engine
Attitude nozzles
? I " gignal
differentia-
LILUI fion ‘
. Rotation of
Minute- 1 [Acceleration engine nozzles
man IT measurement -
Freon injection
AR in posteriticsl
nozzle section
Attitude Rotati~n of
it signal engine nozzles
? I 111 i%ffereqtia_ Nozzle control
» U tion

The nozzle swiveling rates during control exceed 20 de

I

with hot-gas

valves

g/sec,

which 18 due to the demands of stabllity in the powered flight
bPhase for asslgned amplitude and phase

lated both for a solld and an elastic b
constraints imposed by the design.
by the requilrements of ra
existing perturbatlons du

technologlical errors.

stability margins caleu~
ody, with allowance for the

These rates are also dictated
pid response of stabilization loops in
e to gas currents in the silo, wind, and
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The gyrostablilized platform with displacements with re-
spect to the pitch angle ¢ , yaw angle ¥ , and roll angle ¢ of
+900, +20°, and +70°, respectlvely, is a source of information;
two free spherical gyroscopes on gas-dynamic suspensions (helium)
sense one varlable -- change of angle ¢ , and another free gyro-
scope senses the change of the angles # and ¢ . Selection of
gyroscopes of thils type, without mechanical contact with stator,
is dictated by the possibility of long-term use without wear and
unbalancing. The mean-square component of drift 1s hundredths of
a degree per hour for gyroscopes of this type. When systematilc
errors are compensated for, this error value is wholly acceptable.

Gyroscopie angular rate senscors requlre considerable stablli-
zatlion in the launch position and measure u oorly to the demands
of combat readiness and high rellabllity nggg. Therefore, model
16PJGA integrating floated gyroscopic accelerometers are used on
the Miguteman BM. They sense conly values of the guantitles J¢
and A4¢.

A block of six (four in the first models) of two-axis level
indicators mounted on the platform serves for its horizontal erec-
tion prior to launch and for orlentation in the calibration of the
accelerometers. A sight window, also on the platform, serves to
restrain the platform in the azimuthal plane in the launch posi-
tion.

A general-purpose onboard computer, processing data, solving
navigational problems, the problem of angular stabilization, 1s
used as a second-order filter in the main control loop, determines
(in Minuteman II) the amount of consumed freon injected into the
second-stage engine, and 1s used for regulating the galn factor
of the angular accelerometer. The onboard computer determines
the difference between the measured variables A¢ and Ay and the
derivatives obtalned by differentiation of the measured values of
the corresponding angles. The calculated difference 1s used to
compensate for attitude errors, which in turn are the differences
petween attitudes of the missile produced by command and the in-
stantaneous attitudes. Thils method of compensating systematic
errors in accelerometers and gyroscopes permitted a large reduc-
tion in the scatter of missile impact points (ecircular probable
error of about 0.8 km for Minuteman II /102/}.

Use of a fast-response onboard computer allowed 1t to be as-
signed both all logic and computatlon operations, avoiding auxi-
liary onboard computation or loglic devices, and auxillary opera-
tions performed in the launch posltion, which lowered the number
of cables running from onboard the missile to the launch gantry
to 467. The computer performs by way of the auxiliary operations
in the launch position the monitoring of the status of varlous
systems and a periodic check of the performance characteristles

32
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of various elements and particlpates in exchanging information
between the missile and the launch facility and in control of
the missile launch process /170/.

In the prelaunch period, elements of the onboard control 8ys-
tems of the misslle function in the same loop with the ground com-
plex elements. To shorten the prelaunch preparatlon period to
32 seconds (the programmed pitch rotation of the missile begins
3 secorids after the startup of the navigation and control system;
prelaunch preparation time is about 2 minutes for the Titan s, the
princlple of the continuous operation of the missile gyrostabl-
lizer is employed, which in turn requires not only the cooling of
the operating assemblles, but also measures to increase their re-
11abilify. This 1s achieved by several steps, the chief one
of which 1s a specially developed program for upgradlng manufac-
turing quality and methods of monitoring elements and assemblies.
Twenty Amerilcan companles were chosen to build the elements of
these systems by the indicators of the highest reliabllity of the
equipment they produce; nonetheless, the fallure rate of the equlp-
ment ordered had to be lowered by more than a hundred times Zibg7?

Aimlng of the Minuteman BM 1s carrled out jJust as deseribed
above, uslng an autocollimator installed in the silo on circular
ralls, which is orilented with respect to the North Star or to geo-
detlc reference points.

The control and monitoring block (Fig. 1.14) controls the
aiming process, as well as all the remaining processes of bringing
the missile up to combat readiness and scheduled maintenance and
monitoring checks., It also controls the process of storing in the
onboard computer memory required information, which 1s fed at first
by means of a special punched metal tape into the block of readout
devices.

The operating regimes of the launch position are set by the
slgnal conversion block. The control console supervises the fune- 741
tioning of the launch position equipment and the onboard navigation
system while the missile 1s in the launch position (cf. Fig. 1.14).

One of the lightest and most compact BM navigation systems is
the autonomous inertlal system of the Polaris missile (cf. /1867).
It conslsts of a gyro inertial block and a computer. The former,
in turn, 1s subdivided into a gyro-platform block and an electronic
block containing a servoamplifier. The MK-2 gyro-platform incor-
porating accelerometers 1s erected at the beginning of the flight
in the plane of the local horizon and maintains this orientation
throughout the flight. Three 25-JRJG modified beryllium gyro-
scopes with spherical rotor and magnetic suspension, two 16PJRA /42
Integrating accelerometers (these accelerometers and gyroscopes -
are the same as those in the navigation and control systems of
the Apollo space eraft), and a 16PJGA gyro-accelerometer are
mounted on the platform.
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Launch position
Protection system
Missile

D-37C onboard compufer

gyrostabilizer
Nose cone
Data processing

Ground electronic equip-

ment

Signal converter
Controlling actlons
Current sources and
conditlioners

Stabillizatlion system

ground facilities
Control slgnals
Indicator signals
Alarm signals
Radio link commands
Cable commands
Radio commands
"Danger” command
Ground monitoring
Monltoring
Power supply block
commands
Commands "Alarm",
"Malfunction", etc.
Onboard power
supply
Collimator power
supply
Moniltoring of fre-
quency generator
Fuse arming

16 -- Memory output
17 -- Collimator signal

18 -- Combat readiness
switch
19 -- Monitoring commands
20 -- Launch
21 -- Commands
M -- Power supply block
N -- Collimator
Q0 -- Combat readiness
switeh
P -- Ground launch instal-
lations



The onboard computer of the Polarls A-l and Polaris A-2 was
bullt with semiconductor multifunctional integrated circults.

One feature of the Polarls BM's navigat ional system 1is its
mating and functioning in the prelaunch period together with ship-
board egquipment.

The navigatlional system acquires needed information during
the prelaunch period from the missile launch control system. 1In
addition, data on the geographical location of the launch, north-
ward bearing, linear and angular ship veloclities, and local ver-
tical are fed to it from the ship's navigational system.

The fire control system, equlpped with its own computer and
data storage devlces, performs six tasks:

a) computes the ballistic trajectory ensuring impact on the
given target with given initial conditlons;

b). assigns values of the variable parameters of the inte-
grating accelerometer;

c) transmits values of the trajectory coefficienta and the
terminal velocity to the onboard computer;

d) provides for the erection of the platform with respect to
the local horizon by introducing into accelerometer readings a
correction allowing for ship motilon;

e) calculates the required values for the erection of the
platform with allowance for data of optico-electronic devices and
pPreclse northward heading; and

£) continuously checks the missile onboard systems and its
equlpment, reflecting the degree of thelr readiness.

During the powered flight phase the program of pitch change
i1s implemented by the stabilization system in the operation of the
first stage, and by the inertial navigation system and the stabili-
zatlon system 1n the operation of the second stage. The actuating
devices In the latest verslon of the Polarils A-3 are the main 30lid-
fuel jet engilnes, which have swivel nozzles in the first stage and
a system of freon injectlon into the posteritical nozzle section
-- 1in the second stage.

FOOTNOTES

1This complex can also include antimissile defense control systems
/114, 116, 2147,
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FOOTNOTES /Concluded/

2Th:Ls angle 1s commonly taken as the target heading. The angle
between the target heading and the velocity vector y 1s called
the lead angle.

3The Geminl space craft were launched into orbit with Titan IIIC
launch-vehlcles,

4They number in the several hundreds for the Titan and Atlas mis-

8iles. This added to the welght of the Minuteman missile onboard
computer by only 10 percent /102/.

36



~

CHAPTER TWOQ /43
FLIGHT CRAFT AND THEIR MAIN CHARACTERISTICS

Modern flight craft can be divided into four mailn classes,
depending on their function: alrcraft, helicopters, mlssiles, and
spacecraft. Each of these classes in turn is divided into several
subclasgses.

Each of these flight craft subelasses can be divided into
different types by function.

A classification of flight craft by function (without alming
at completeness) 1s given 1n Table 2.1.

It must be noted that the same flight eraft, depending on the
equipment, use of auxlliary fuel tanks, and so orn, -can be located
in different places within the classificatory table not only by
the type of flight craft, but also by its subclass.

The F-110 Phantom filghter built by McDonnell since 1960 was
produced as an interceptor-fighter for the U.S. Air Force, and
then since 1961, after several modificatlions, this plane began to
make an appearance 1n weapon systems as a deck-launched fighter-
interceptor of the U.S. Navy (F-4B). With the replacement of
equipment on the F-110 and the mounting of auxiliary fuel tanks,
this same airplane is used 1n the United States as a reconnais-
sance craft (RF-4C for the Alr Force or RF-4B for the Navy). With
gulded and ordinary bombs, and napalm cannisters, the F-110 1is
used as an attack craft (F-4E).

The Atlas missile in 1ts three-stage version was adopted in
the U.S. arsenal as a long-range ballistic missile, and after
addltion of a fourth stage was used as a launch vehicle for space-

craft.

These examples show the diffilculty of an exact classification
of current flight craft.

2.1, Tactical-Flight Characteristics of Fighter-Interceptors

Fighter-interceptors are one of the main elements in anti-
alrcraft defense and are intended for the interception and strik-
ing of alr targets in the defense of objects or a country's terri-
tory. Flghter-interceptors are used to accompany bombers or in
performing air patrol. Still other cases of their combat use are
posslble, which are discussed in the works /I3, 155, 171, 1727,
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TABLE 2.1

CLASSIFICATION OF FLIGHT CRAFT

Fighter- intiaireraft
interceptors
Frontline
Deck~-1launched
Maitimission fighteré
Bombers Tactical
Deck-launched
Aircraft Stra‘tegic
Antisubmarine
Reconnaissance
Flight Transport Passenger
craft
Cargo
Landing
Air-to-gir
Surface—to- Antiaircraft
. defense
air e
Missiles Antimissile
defense
Defense of
iand forces
hir-to-surfack Alr-to-ground
Air-to-water
Launch vehicles
Tactical
Ballistic
Strategic
Artificial Navigation /45
] earth
Flight Spgce satellites Communications
craft flight
craft Geodetic
Meteorological
Air-space Transporst
craft function
National-economic
function
Space craft

~
=
o~
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The significant level of advances in aerodynamics and major
successes in bullding aircraft englnes and new hlgh-strength mate-
rials make 1t posslble to attaln high tactlcal~-flight characteris-
tics of fighter-interceptors. . By reduclng the relative thickness /U6
of wing proflle to 3.5-5 percent and using boundary layer control, _—
thelr drag is reduced. By using adjustable inlet diffusors and
ejector engine nozzles, appreclable increase 1n after-burner thrust
is attalned, englne and equipment welght 1s reduced, and specific
fuel consumption is lowered. As a result, fighter velocity and
flight altitude have been increased; longltudinal g-loads, rate of
¢limb, and flight duration have risen; and the kilometer fuel con-
sumptlion per ton of alrecraft welght has been reduced.

Y
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1350 1960 75?0 7950 1950 1960 1§70 1930
a b
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F -:’;75 o YF-124
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0 foist

1530 7569 c )7.9?0 1940

~Flg., 2.1. Maln performance indicators of fighter-
interceptors in relation to the year of initial
ailrcraft manufacture

KEY: A -- Paf/Gen’ kg /Torce//kg

B -- years
C -- rce .
D -- kg/kg
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In order to increase the range of Iinterception, development
has begun 1n bullding fighters with vertical liftoff, which is
provided by special turbojet engines (P-1127 Kestrel in the United
Kingdom and Mirage IIIA in France). :

The advantage of these flghter-interceptors 1ls the possibllity
of thelr takeoff from small landing flelds or with a short takeoff
run, leading to an increase in the range of hlgh-speed interceptilon.
Another technique facillitating alrcraft takeoff and landlng is the
use of varlable-geometry wings.

Technlical data on fighter-interceptors are given in Tahle 2.2
/13, 28, 128, 130, 131, 135, 137, 155, 157, 160, 167, 171, 172,
174, 193, 2037. Generallzed performance indicators -- maximum 1ift-
drag ratic K ..o ratlo of afterburner thrust of englnes to their

dry weight Paf/Gen’ and specific fuel consumptlon with afterburner
C. are shown wilth extrapolation to 1980 in Fig 2.1. These

indigigprs can be calculated using the following formulas ZﬁB, 27,
32, 82/ \

1 'V l
Koag == '-2" ACI,
or (2.1)

19/ n2
Kmax = E -V -”Cif:?

where X, pr 18 the effective wing aspect ratio (Fig 2.2) /35, 63/.

eff

A
]

.

Fig. 2.2, Graph for the

determination of effectlve

wing aspect ratio as a

functlon of geometrical

aspect ratlo and sweep
angles

L=
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TABLE 2.2

TECHNICAL CHARACTERISTICS OF FIGHTER-INTERCEPTCRS

Airplane type ] F-86D SAAB-290| F-106 l F-110 F-3 F-111B | ¥F-12A
Name Sabre = gg%za Fhantom [ightning — A-11
Gen. | Country | U.s.  pweden| U.s. | U.s. | K U.5. U.S.
eral |Initial pro- ‘ 1949 | 1950 1957 1960 1960 1967 | EXperi-
data duction mental
[Number of One One One Two Two Two Two
engines J-47-GE-17 | RM-2B | J-75-R-17 |J-79-CE-15| RB-146 | TF-30-P-1 | JT-1ID-20B
Crew One ‘ One| One Two One I Two Two
Armament  [f C80NONS|4camvng 4 palcon! 4 Sparrow|2 Red Top 4 Phoenix] 8 Faloon
14 UG |16 UG | missiles| missiles missileslmi"siles miggiles
|Wing area, Sy| 26,7 24 64,8 49,2 44 I 64 - 57| 147*
in m .
GeomeWingspan,ly, 1,3 11,0 1,7 11,7 1 | 21,3 16,8
trical oot ratio 1,71 5,05 2,1 2,82 9,74 | _6.80 1,86
dimen- A 2,03
sions pweep angle,x g5 23 60 45 56 ]Varlable 60
in deg. 15 =725

fts =

unguided missile/

/In Russian decimal number usage, commas are equivalent to decimal points in
American practice./

gh/
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TABLE 2.2  TECHNICAL CHARACTERISTICS OF FIGHTER-INTERCEPTORS

Airplane type F_86D SAAB-29R F-106  F=110 P35 p-111B YP-124
Relative 10.0 10,0 4.0 5.1 5.0 4,0 .
|Lhickness,%
formal takeoly 4, 6.5 13.6 20,8 16.7 2.5 61.7
" on
Max. takeoff| g 7.1 16.0 24.8 19,0 31.0 72,0
weight, Gmax'
o et YU 4 | 12.5 18.0 31.0
Weignt Wt. of empty 1 5 a5 1.5 9.0 13.4 , _
data [plane W/eng's
Dempr. “0% ‘ 7.3 23.0
Weight of fu w1 | 2.0 4.2 6.5 3.8 . .
b G, tons
kv-éri_g_h_i of fue 0.78 1.0 — 2.26 2,20 — .
in aux. tanks
Gfu’ tons —
Weight of ar 0.90 | 0.50 0.43 1.02 0.87 2,2 .
‘%%%ﬂ**(}arm —
Wgight of en~ 4 11 2.7 3.3 3.4 3.4 .5
gines,Gen,tonF

# In the reconnalssance verslon {SR-71), the wing area has been increased by
26 percent /130, 137, 171/.

*% Tt has been reported that the maximum takeoff welght of the YF-124 airplane
is 77 tons /I37, 167/.

**3% The armament welght Includes the following: mounted missilles and certain
equipment (pylons, connectors, and bundles). Here the weight of the radar
statlon, sites, and onboard computer (required for missile launch and guid-
ance) are not included.
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TABLE 2.2

TECHNICAL CHARACTERISTICS OF FIGHTER;INTERCEPI‘ORS

Airdlane type F-86D |[saam-o} F106 | F-110 | F-3 F-11B | YF-12A
Weight (%M@m 0,34 0,31 0.31 0.31 0.23 0.35 0.37
data ‘
Lift-drag 6.6 6.9 5,7% 4.13 1.23 5.75 6.2
ratio, Ky, for for
Mein | at M = 2.0 M0.9 1 M--0.9
compa—
rative] Engine per- 1.9 1.8 3.5 4.7 4.25 5.75 6,25
I‘I‘ formance,Paf/G .
perfo . €1 - - N
indi- eonsumption,C ,
cators W/© af‘terburneg,
Sl =02 2.4 1,96 1.92 2,05 175 1.85
cog.sump ion w/Aull
afterburner,H=11
, M = 2
Bpecific wing 320 | 270 210 420 380 515 420
1oading, G/S,
kg/m?
Saralonn o100 | oos0| 0032 ! o040 | o.052 0,075 0.052

* The high value lﬂnax = 5.7 for the F-106 airplane 1s due to the internal
location (in the wings) of four Falcon missiles.



As we can see, for values of ¢ from 35 to 55° and A > 7.5, /5
héff increases only slightly. Therefore usually A < 3 in modern ===

fighters. Cx is the drag factor of the craft when Cy =0. In
o
modern fighters 0.018 £ . < 0.027 when M = 2.0; C, values can be

o]
calculated by the formula /153/:

128, (!} 1
Cx=(Cx;)fr+',T’f°"P"(L—) ’*‘{1 !/LX (2.2)

x | #vort e ot (2V ] e

Here (€. )... 1s the friction drag factor;
Xy fr

k is the Siyers-Hayek constant;

/L 1s the relatlve aspect ratlo of the alrplane;
r = V/F3/2 1s the volumetric parameter (V is the aircraft

parameter and F 1s the wing area);
A 18 the coefflcient that allows for the effect
of 1nduced drag:

A=“1 l;’L [k voﬁkwavM;I (-I)z] : (2.3)

where p = F/1L is the relative alrcraft parameter (F i1s the wing
area lncludilng the underfuselage section; 1 is the wingspan; and
L 1s the alrcraft length); k vor is the vortex drag factor, depen-

dent on the pattern of 1i1ft distribution across the wilngspan; and
kwave is the wave drag factor, dependent on the 1ift distribution

across the wingapan and chord.

From Fig 2.1 it 1s clear that modern fighter-interceptors
have signlflcant potentlals for a further increase in technlcal
and tactical-flight characterlstics. Fig 2.3 and Table 2.3 gilve
the maln tactical-flight characteristlices, with their predic-
tion to 1980: maximum level flight velocity V <’ static ceiling

Hst’ longitudinal g-load n, vertical velocity Vy, climb time t
turning radius rt s and complete turn tilme tt » and actual range

Lf. All these characteristics are determined, as a rule, for

aircraft with the basic version of missile-cannon armament. There- sgo

fore 1n several cases these data may differ somewhat from manufac- ——
turing data.
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In determining maximum level fllght velocities, published
manufacturing data were used £126-130, 137, 155, 157, 160, 167,
171, 172, 174, 176/; they were calculated by the formula

Ve (—Ai )0.15. Vm%%ﬁ_, (2.4)

where A 18 the relative air density;
Paf 1s the static thrust with complete afterburner;

cy is the left coefficient: and
S 1s the wing area.
The CX values were calculated wilth allowance Tfor the effect

o
of the mounting devices and the alr-to-air gulded miesiles.

In the oplnion of foreign speclalists, in the next ten years
one can scarcely anticlpate a slowdown 1n the growth rates of
maximum veloclty for standard antiaircraft defense fighter-inter-
ceptOrsl.

The n value characterizing aircraft regponse and 1ts vertical

velocity are calculated by the formulas

P 072M2C,. S AG '
x = _di X (2 . 5
? G ( G 0.7pM25 )' )

where p i3 the atmospheric pressure for the glven flight altitude;
G 18 the alrcraft weight with allowance for fuel consumption, and

v, = nv. (2.6)

To determine the static celling, the atmospheric pressure at
the celling altitude was found as follows:

wl-

A Y )] (2.7)
e 07ukeS | AN 075, S5

where Mce 1s the M number for the aircraft celling; /56
P11 1s the thrust of englines at the altitude H = 11,000 ni; and
P14 is the atmospheric pressure at H = 11,000 m.

The climb time to the altitude H was determined by graphically
calculating the 1ntegral

H
ty = EOdH/vy, (2.8)
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TABLE 2.3 MAIN TACTICAL-FLIGHT CHARACTERISTICS ﬁ_ﬂ
OF FIGHTER-INTERCEPTORS
Airplane type F-B6D | SAAR-20B3| F-106 | F-110 F-3 F-111B | YF-12A
Maximum flight | 1100, 1050 2460 | 2400 | 2400 | 2650 | 3300
velocities, )
v
max’ H=11 1 1060 1010 o400 | 2300 | 2350 | 2600 | 3200
in km H=0" 960 960 1360 1400 1350 1470 1480
Ceiling | Static 13500 13500 18500 | 18000 | 10t00 | 20000 | 22500
Longitudinal H=11 ku - — 0.14 0,24 0.26 | 0,46 0,55
g-load M=2
=17 xn - — 0,030 | 0,035 0.06 0,14 0,19
M=2
Vertical veloeity {;{=1“12 KM - - 82 140 155 270 360
1i=17 KM —_ —_ 17 21 35 82 125
vV, m/sec M=2
i _ 1
Climb to alt.,J H=11 wn 10,2 11,0 5.7 5.2 3.6 3.8 3.1 £55
tH’ in minutes
H=—=17 — - 7.8 6.7 5.0 5.2 4,3
Time of right
H=11
turn, t, , in Kv 0.43 0.5 1.0 1.1 0.9 1.2 2.1
minutes
H=17 xu - - 3.6 4,35 3.3 4.5 8.7
Radius of full
turn, r, , in H==11 xu 1.0 4.5 I 12 10 19 28
minutes i
17 um p— J— 38 50 37 65 100
Actual
flight H=tl km 2500 3000 1600 4300% | 4000
range M=029

* The maximum flight velocities of the fighter-interceptors
near the ground are presented for
external armament mountings.

» ** Based on other data, 4500 km /137, 171/.

the
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and Tiu and ttu were calculated using the expressions

2 2.
oy = gy =2V (2.9)
Y gt = gyny —1
where
pViuS P
2 Cy
o Cy.
fy G v
ac
C, = -—L,
¥ da

The actual range Lf with allowance for a 7 percent remailning
fuel reserve is found by the formula

2,3G G
Lp=Ly + Lgl"]' Lia +

Ima— lg 1)

Cq qf‘i
distance flown by the alreraft in making the climb;
distance covered in gliding;

(2.10)

is the
21 iz the
Lia is the distance covered in landing:

G, 1is the weight of the aircraft after climbing to the given
2 altitude;

where L
cl
L

Gfi is the final welght of the alrcraft with a 7 percent fuel
reserve;
Cq 1s the kllometer fuel consumption,
GC
Cq = —M-%; (2.11)

G is the mean welght of aircraft;
a 1s the speed of sound in km/hr; and
K 18 the 1lift-drag ratio of the aireraft.

As we can see from Flg. 2.3 plotted from followlng data, the
long range values for modern fighters, attalned in particular by
using varlable-geometry wilngs, lnsures -- with high values for the
remalining tactlcal-flight characteristics -- the interception of
high-speed targets at considerable distances from the airfield
1tself in the frontal and rear hemispheres,

/51
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i B e . . Fig. 2.4. Functions of
Ly #i - ﬂwés ?1_05/ range, takeoff run, and
200 KRR 7 %y weight of mounted arma-
2608 L5 A ST ment for fighter-inter-

07

1500 S 1102 p7g it
1090 = |t 10

ceptors with short take-
of{ run or vertical
takeoff':

/ o
v B P,,/@, = ratio of thrust
7 .
7 Wa 0 WeeTe -0 £) Ge 7o of 1ift engines to air-
R craft weight
DE M & T o, KEY: A ~-- Lf
2500 R LA~ % B B -- P.,/G
2000 {8, s ] 11
oK ‘ C -- G tons
1500 r 4? - o Larm’
1000 //ﬁLB T fo.r
508 f //ﬁ?z=3m A E -- G,, tons
) 500 éa'jcfa 1360 Ly # F -- Ga = 10 tons
G -~ Ga = 20 tons
H -- Ga = 30 tons

Fig. 2.4. shows the change in characteristics (actual range,
welght of installed armament G_ ., and takeoff run) of vertical

takeoff aircraft (P,,/G. # 0) compared with ordinary aircraft
(Pli/Ga = 0) /Ih1, 146, 148, 154, 171/.

As we can see, when Pli/Ga = 0.7 and the aircraft welght G, =
20 tons, the range will be 1200 km for armament weight Garm =

0.6 ton and L., = O m. When the thrust-to-weight ratio of the
11ft englnes 1s reduced to Pli/Ga = 0.25, we have L = 1600 km,
Garm = 1.2 tons, and Lto = 2000 m. As 1ift engines are improved,
thelr specifle thrust will be 1ncreased and the tactical-technical
characterlstics wlll he upgraded.

/58

2.2, Tactical-Flight Characteristics of Multimlssion Fighters

Multimission fighters are one of the most wldespread types of
alrcraft 1n the alr forces of forelgn countries. The possibility
of mounting a large number of ground target armament devilces
(alr-to-surface missiles, gulded or ordlnary bombs of varlous sizes,
incendiary cannisters, ungulded mlssiles, cannon pods, and so on)
has led to the use of the alrcraft 1In penetrating antlaircraft
defenses at the front line or for penetration beyond the front line
and attacking of ground targets (tanks, armored troop carriers on
the move, missile launch positlons, infantry subdivisions, and so

49

/59

—



05

TABIE 2.4

TECHNICAL CHARACTERISTICS
OF MULTIMISSION FIGHTERS

! .
- Fo1onC | Hawker F-104G | Mirage SAAB F-111A
Alrplare type 1 [ MKt HIA® J-3D
o . Super lH i Stor- Mira Draken —
Nam awker i ge ake
ame |Sabre | ighter 111
" country | us. | w U.3. | France | Sweden | U.S.
General {— —~ - - 5 3 j
eharac- | [nitial produc- i 195% 1 1054 1957 1958 1963 1967
teris- tion 5 G
tics Munber of engines! Oma |1 Avon One One ne wo
i 1-57-p-21 | RA-2 J-TOGE-11 [ Atar —9¢| RM-6C TF-30-P3
Crew 1 One One One One (ne Two
4 camnon|4 cannon| 1 camnor @ cannor 2 capnonf 1 camon
Armament 20mmy &5 | 20 g, 74 |20 MM, 30 mm, % mm, b missiles
UG, brmbs UG,bombs,Z Bullpu;'iﬁgt[}(}, 4 migs- borbs
i incendi- |{ncendi_ |Missiles, L3y iles,
i ary ury bombs boubs bombs
1 tanks tanks
Geome- | Wing area,s,md 35.8 | 32,4 18.2 34 50 64-—57
trical :
dlgggr—m Wingspan,l,m 1.6 | 10.26 | 6.7 | 8.2 9.4 |19.2--9.7

[Tc =

unguided missile/

.



TABLE 2.4 TECHNICAL CHARACTERISTICS
OF MULTIMISSION FIGHTERS

TS

/Continuation/
. FMk6 i
Airplane  type -100C Hawker _ F-1046 'OE2€e  SMB o
. Aspect ratio, A 3,76 3,96 2.44 2.0 1,77 5.7
Geometri- 1.7
cal dimen— Sweepback angle, x , in 45 _ 0 60 80—357 Vax:ia‘t?l_e
degrees 16—72.5
sions Relative thickness, C, 7 3.4 3.5—4.5 5 4
in -
Normal takeoff weight 13,1 8.1 9 : !
Feight Gto, in toms - ’ . D 8.7 9.2 32,0
Maximum takeoff weight, 2 95 13
Ceo max, in tons 16,8 10,75 12,8 1.0 12.6 33.0
data : : -
Weight of empty crafy 5.9 6.1 6.5 6.3 7.6 17.5
w/eng's, Gemp, in tons
Welght of fuel,Ge, tons 3,9 1.9 2.7 2.1 2.1 14,5
Weight of fuel in aux. e . ‘ 95
tanks, Gauy. fu, in tons 1.8 1.56 2.1 2.1 1.7 2.5
[ Weight of
in forge. ormament, Gapg, 1.5 1.0 L4 2 0% 1.5 9,000

* Armament welght includes the following: bombs, alr-to-surface missliles, and
cannons wilth normal ammunition reserve.
*¥* There are reports that the weight of the alrcraft armament 1s as high as 3 tons.
¥%% Thls figure applies to maxlmum takeoff welght of bombing armament with
external mounting and a 549 wing sweep angle. At maximum wing sweep angle,
the welght of the bombing armament is 4.5 tons.

\
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TABLE 2.4

TECHNICAL CHARACTERISTICS

OF MULTIMISSION FIGHTERS
/Conclusion/
Hawker Mirage | SAAB
- F-100C AP F-104G 5 F-111A
Airplane type F MuG 1A J-33 D
Weight | Weight of engines, Gep, 1.8 - 3.2 2.6 3.2 3.3
data in tons
G G
£u/G 0 0.3 0.21 0.98 0.24 0,23 0.5
Main come| it t-drag ratio, Kyay, at 6.1 5.9 8.0 8.7 9.2 13,5
parative M=0.9
perfor- Engine performance indi- . .
mance cator, af/Gen —_ - 5.4 3.3 —_ .4
indica~ [Specific fuel consumption
tors Ce W/O afterbu_rner’ at 1,48 1.46 1,15 1,15 1.05 0.58
H=0, M=0.9
Specific fuel consumption o = .
w/full afterburner, 2.3 2.43 2.2 2.1 2.1 1.73
H=0, M=0.9
Specific wing loading, ) . -
G/Ss in k g/m§ 370 250 520 250 185 550
Garw/ Vo 0.11 0,12 0.15 0.23 0,18 0.26




TABLE 2.5 MAIN TACTICAL-FLIGHT CHARACTERISTICS

OF MULTIMISSION FIGHTERS

Facoc | Hawker | p.oag | Mirage | SAAB | F-111A
Airplane type FF-Mub 1A 1-35D

Maximam flight ;
velooity, ¥, oo 1100 1160 1320 1100 1100 1470
km/nr

He=H,.. 1300 1050 2300 2100 2100 2630
Longitudinal H=0 0.22 0.21 0.30 0.19 0,25 0,38
g-load, n.

H—1tl km - - 0.32 0,15 0.32 0.37

M -2
Vertical velo- | , 80 75 82 57 80 130
city, Vy’ m/sec

H=11 km —

a=l ‘ — 210 100 190 280

¥ The maximum flight velocltles of multimission fighters near the ground are gilven
for alreraft without external armament mountings.

€4
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TABLE 2.5 MAIN TACTICAL-FLIGHT CHARACTERISTICS
OF MULTIMISSION FIGHTERS
/Conclusion/

. Hawker Mirage SAAB
Airplane type [*-100C I~ MG F-101Q A 135D F-111A
Climb time,ty, | F=ilm| - - 5.02 6414 1.140 623
minutes
If—=16 kM — — 5.85 8,05 5,60 9,00
Time of full turn) ;-0 — — 0.12 0.38 1.1
ttu’ in minutes
=11 un —_ — 1.0 1.95 2.6
Radius of full -0 — - 2.0 2.9 1.9
turn, r, , in ka
tu S
1=11 kn - - 2.5 13.2 11.8 32
Actual range, kmi ,._, 800 750 950 600 750 1500
M=:0.7 .
. ‘ N .
i 11 sl 1800% 1700 | 1600 ‘ 1400 ‘ 1150 *Lﬁi‘c’g%anﬁs

** Tne alrcraft range of 1800 km was obvilously given for wilng-mounted tanks.



on). Abroad,multimission fighters are used also as bombers oper-
ating in the near-frontline area or at penetrations of 300-400 lm.
The possibility of simultaneous mounting of armament to strike air
and ground targets allows thils kind of alrplane to be used also as
a frontline fighter. In several cases multimission alrecraft can

be used as barrage fighters, and so on.
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Pig. 2.5. Main performance indlcators of

multimlssion fighters (symbols are the same
as those 1n Fig. 2.2)
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B -- Mirage III
C -- Years
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Fig. 2.6. Main tactical-flight characteristics
of multimission fighters
KEY: A -- km/hr
B -- m/sec

C -- Lyaximum range
D -- Mirage IIIA
E -- Years

Recently technical and tactical-flight characteristics of
multimission fighters were markedly improved, resulting in Iln-
creased velocity and flight Safety near ground level and /167/ an
increase 1n the welght of the armament that a plane can carry.
The maln technlical parameters of multimission flghters are glven
in Table 2.3 4, 128, 130, 135-137, 142, 155, 157, 160, 167, 171,
173, 174, 176, 200, 213/ and in Fig. 2.5.

In the view of foreign speclalists 13457, there 1s the /6
possibility of achieving high tactlcal-flight characteristics /83
for alrcraft of this type and great potentialities of their
combat use, which 1s also confirmed by the data 1n Table 2.4,

The maln tactical-flight characteristics of multimission
fighters (attack planes) are given in Table 2.5 and in Flg. 2.6,
a and b.

These data were obtained by calculatlon using the formulas
(2.4) - (2.11), or else information published in the perilodical
press /i28, 130, 135-137, 142, 155, 156, 160, 167, 171, 172, 174,
176, 200, 213/.

The wilde range of the flight regimes of the multimisslon
fighter made 1t necessary to use variable-geometry wings. In

the opinion of forelgn specialists /I137/, a further improvement
in the aerodynamics of varilable-geometry wings by confining

56



flow separation at a M number close to 1.0 will permit an im-
provement 1n the tactlcal-flight characteristics of airplanes
of this subclass.

The need to fly multimission fighters close to ground at
Supersonic velocltles leads to the selectlon of armament arrange-
ment schemes by which drag will be reduced to the .maximum, even
though this 1s hampered when variable-geometry wings are used.
Therefore, in designing multimission fighters with this wing
type, compromise scolutions must be found, related to the selec-
tion of geometrical ratlos, locatlon of external suspensions,
and so on with which the maximum flight veloclty near the ground
1s not reduced, for it is the most important characteristic of
this type of alreraft.

2.3. Tactlcal-Flight Characteristics of Bombers

By the earlier adopted classification, modern bombers are
divided into two types: tactlcal and strategic. The first type
includes aircraft with a flight welght up to 50-70 tons and
with a natural range to 4000 km; the second class includes air-
planes with a takeoff weight about 50 tons (to 250-300 tons)
and with a natural range of as much as 12,000 xm and longer.
Construction of long-range ballistic missiles armed with nuclear
warheads and antialrecraft defense devices led to an appreciable
decrease in the slze of strategic alr forces in a number of
foreign countries, especially in the United States. However,
the possibility of the fllght of strateglc bombers over an
opponent 's territory at low altitudes (about 150 m) does not
preclude the possibility of using this type of alrcraft under
combat conditlons.

The main technical characteristics of tactical and strategilc
bombers are given In Table 2.6 and in Fig. 2.7 /128, 130, 131,
135, 1356, 137, 155, 160, 171, 172, 174, 167, 200/. These alr-
craft also reveal a trend for an increase in the lift-drag ratio
(Fig. 2.7, a) and in engine performance (Fig. 2.7, b and c) with
a simultansous decrease 1n specific fuel consumption. Therefore
modern aircraft of thils subclass can have high tactical-flight
characteristics.

A conslderable rise in the lift-drag ratio of the B-70A
bomber at M = 2-3 was achieved by usinz wings with deflectable
wingtips, which lncreased the 1ift due to compression. The same
increase in flow compression was achieved by the high placement

.
(=]
Lo,

|

/6

r—

of the wings and by locatlng supersonic alr intakes with adJustable

geometry. In addltion to these Improvements, the B-70A alrplane
has several other original aerodynamic solutions: a delta wing
wlth curvature and elevons for pitch and bank control, adjustable
two-position windshield, two vertilcal surfaces with tapered hinge

lines, and so0 on.
57
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2.7. Main performance indilcators of tactical

and

strategic bombers

A -- P o/C > ke /Torce//kg [force/

B -- Strategic E -- Years

C -- Tactical

F -- kg/kg/Torce/*hr

D -- Mirage IV

g
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Mlasast B
cuorgies

Fig. 2.8. Comparative data of
relatlve strength of aircraft
atructural materials KS as a

function of heating temperature
KEY: A -- Ks

B -- (@lven temperature range

The length of a flight made by
the B-TOA airplane at cruising speed,
close to M = 3, led to appreciable
Much of the craft's structure must
withstand temperature from 230 to
3309C, and certain englne compart-
ments must be able to bear up under
temperatures up to 540°C. Prolonged



TABLE

2.6

TECHNICAL PARAMETERS OF BOMBTRS

Tactical Strategic
Adrplane type ; .
P PeMc 7| A-3a | MiTage ; TSR-2 |  B-52C B-58A . B-70A
Name |Can- \Vigilant| Mirage| _ |[Strato- | Hustler Valkyrie
lberra fortress ,
Country UK { U.5. France | UK U.s. | U.s. l
Initial manud 1951 1962 1964 Experd 954 1958 xperi-
General| facture imentaq ental
zha?:c‘ Bngine type | TEP | TEP TBP TBP TEF | TBP TEP
Erls- |
tics Number of Cne Two Two Two | Eight Four Six
engines Avon  }3.79-GE-15| Atar -0k | 1L.B-31-221 1-57-P-19W | J-79-GE-3B{¥]-43-GE-3
g RA-7
il -
Crew Three | Two Two Two | Six | Three Puro
Armament Bombs, Bomgs, 2 DEFA-3q [ 20TOR e Egﬁbs’ Bowbs
/ASM = 4 20- [BT-TO0— leannon, surface to 32 tons
surface |homp
; mm - - ombs, missilesjmovable
air-to-sur- m missile + 530 movable aft movable
face miss- |cannon atra 55 Lft sec- |section aft
iles wissiles tion section
/TBP = turboprop; TBF = turbofan/

6%
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TABIE 2.6

TECHNICAL PARAMETERS OF BOMBERS

/Continuation/
. | Tactical Strategic
Airplane type [PEMk 7| A-5A  |MirageIVA| T5R-2B-52C B-584 B-T704
Wing area,S, | 89,2 65 78 63.6 3 143 585
m?2 |
Geome- [Wingspan,l,m | 19.5 16,15 iz | w07 | s e | ®
' ‘ . 8.5 2.15 1.75
E;Zfi hspect ratiod 42 4.0 2.0 18 | 3 \
Sweep angl - . - o
cions (DWEEP &ngies |y l 3 60 60 3537 60 5.5
¥ ,deg.
Relative 10.5 3.5 3.6 4.0 1.5 1.0 1.0
thickness,C,%
ominal take-i 20.4 22.4 28.6 0.8 0.4 67 230
off welght,
Gto’ tons r
Maximum take—| 23,0 97.9 31.6 15.4 295 73 971
Weight off weight,
iha?ac_ Gmax’ tons
eris-
£ Weight of 11.8 12.3 ) 19,5 79 - 73
€8s lempty craft
w/engines,
Gemps 1in tons .
Welght of | 6,2 11,0 15,2 P4 3z 130
fue ,G’fu_! in —
tons

~
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TABLE 2.6

TECHNICAL P

ARAMETERS OF 3B0OMBERS

/Continuation/
Tactical Stratecic
irpLane @ M
Alrpiane R PPMi 7 A-3A lIl‘\aUg\t-f' TSR-2 B-52C B-58A B-.70A
Weight of fuel . .
in aux. tanks - 3.9 — 19 13 136
G s tons
. a-f
Weight of
a?#’tgmgnt* 3.6 4,1 3.0 _— 11.3 11.3 —_
Teight | ton 34.0
charac-| "arm ’
teris- i weight of
i i —— " ‘ 149 5.6 14,2
ties  lengines,g 3.3 3.0 -
tons
G/ G - 0.28 0,35 0.37 0.56 0.48 0.52
lAirplane j
B — . - Y 1%
-llft-—d.‘c'ag 4.8 5.3 9.7 f\i—ig N(ii:a
ratio. K
max

~
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TABLE 2.6 TECHNICAL PARAMZTERS OF BOMBERS
/Conclusion/

Tactical Strategic
Airplane type TPVK A-SA wu.rageTvA"l’SH:Z“—F.‘ggc T B-GCBA | B-T0A
-— .3 .
’Engine ua— 2.3 4.7 1.3 ] 3.6 4 \ 6.9
Lity,By/G o,
Specific fuel .
8 nsuyp%ion, 2.4 1.9 2.1 1.7 1.95 2.13 1.85
oy vifalter-
bdrner,BH=11 km
M =2
Main TFio Tuol
compara- [opecific fue 1.5 1.0 1.2 0.9 0.82 | 2 0.8
tive consumption,
quality [Ce» w/0 afterf
deta burner, H:Hmafc
Specific 2 5 400 640 550 470 430470
wing loading,| 350
G/S, kg/m2
‘ rxF 0.1 — 0.18 0.17 -
G, v G0 0.18 | 0,19

The nominal armament weight 1s given (cf Cfépter Four, Section 3).
3/ -

K.ax = 11 18 glven for the RS-TOA /Th2, 14

The coefficient Garm/Gto 1s given for the nominal armament welght wilth which
the actual range given In Table 2.7 is attalnable.

™~
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exposure to these temperatures requires the use of materials that
preserve specific strength 1n these conditions, for which Boeing
developed new materlals exhibiting low specific welght and high
specific strength at 230-330°C. Upwards of 78 percent of the
aircraft's structural elements, by weight, are made on the basis

of laminated materilal with honeycomb f£iller of PH15-7MO stalnless
steel. About 9 percent of the elements are made of the high- -
strength titanium alloy Ti-6 Al-4V, and 17 percent are made of

H-11 tool steel. PFig. 2.8 gives comparative data characterizing

the relatlve strength of the structurail materials, Ks’ in percent /72

of the heating temperature /130, 1437. The best materials in this
range are as follows: H-1l, PH15-7MO, and Ti-6 4l1-4V.

Table 2.7 /128, 130, 137, 155, 157, 160, 167, 171, 174, 176,
177, 200/ presents the main tactical-flight characteristics of
tactical and strategic bombers.

TABLE 2.7 MAIN TACTICAL-FLIGHT CHARACTERISTICS OF BOMBERS

Tactical Strategic
Bomber tyrpe s - go &‘ U - «
Zlw (ds| e | B3 |8 | B
= ' — = 73] [ v +
& | = (B B e @ ]
Maximum £1ight
at altitude; 1030} 2250 | 2350 | 2750 | 1030 2i80; 3200
ko/hr
Strafe ic ceil-[13200(18000 |16300 (L9000 | 15100] 13300, 21300
ing W;S sgendecl
armament ;, y
km b
Longi-1 g1 wy| —|o25 05| 0s2] — | — | —
todinal w_o g
g-load -
n, H=1Twn| — |02 0.007{ 0.t | — | — | —
M=2.0 |
Vertical vglo-1 _ 5 5 —- — | =
City, Vo, mﬁsec 30.0 [15.0 [50.0
H==11 &y

Actual range — | 2700 | 3000 | 3200 } (3500] 4300] 9000

H=11 rn
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Strategic bombers, Just like tactlcal ones, exhlblt high tac-

tical-flight characteristics.

The maximum veloclty is up to

3200 km/hr for the B-7OA (or RS-7TOA), and the range 1s up to

9000 km (Fig. 2.9).

In the opinion of U.S. military speclalists, the vulnerabllity
of these strateglc bombers when flying with a full bomb load 1s

/73

one of the main causes for the halt to developments of this type of

alreraft.

1964 to become the RF-TOA strateglc reconnaissance craft.

Thus, the B-TOA strateglc bomber was modiflied in 1963-

Here

the flight altltude was increased by 2-2.5 km and powerful radar

countermeasures were installed on 1t.
ists at Northrop developing the RS-TOA, these measures conslder-

In the opinlon of special- /74

ably reduce the probabllity of the airplane being hit by antl-

alrcraft missiles.

Fig. 2.9. Maln tactlcal-
v s Hom B flight characterilstics
6001 i o of tactleal and strategic
o K;us;‘;;a' bombers
soa b 2t f;'i‘_, KEY: A -- km/hr
000} e A58 SEET B -- Hgy
! rd L
s000 | B-764 e"’ PR 74 'gﬂfg'ga,wﬂ" E c -- StratEgic
v 5 E “ 15 % ﬂ-‘_r'],t:‘ D - TaCtiCal
2000} B-504 o Hepax I e x E -- Mirage IV
PRMKT F -- Years
1000 + B-52¢ P B g -- 1
0 . L. \ foas (max
1659 wE0 19n 190 8 BE 7 H -- (with turbo-
a e) fan engines)
Loy xm
16000 e
H a5r ’
L L
MO00- o 5520 (c TE24) , /
oo
Irz2t

12070 +
0000}
600 +
gono |
apop” *

200
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We must also note the exceptionally high costs of developlng
and bullding strategic bombers. The cost of the experimental
B-70A was 500 million dollars (i.e., each kg of the alrcraft's
welght cost 2000 dollars). It was assumed that the costs of 1 kg
of weight in a serles-produced aireraft will be 800 dollars. At
the same time, the cost of 1 kg of the welght of a series-produced
U.8. tactical bomber 1s 120 dollars, which is about 6-7 times less
than for the strategic bomber.

2.4. Tactical-Flight Characteristics of Transport Alrcraft

Advances 1in millitary transport aviatlion are closely linked
with developments 1n c¢ivil transport aviation and occur mainly
In two directions. One is characterized by bullding alrplanes
with hilgh carrying capacity and high velocity and range, lntended
for servlce 1n high-grade alrfieids, The other directlion 1s
marked by alrcraft with relatively low flight velocltles and
radil, but which operates from small landing fields and fleld-
type alrflelds.

Technical parameters of transport alrcraft are glven in
Tables 2.8 and 2.9 /35, 36, 128, 130, 161, 166, 172, 1747. The
1i1ft-drag ratlo of alrcraft In the first group with subsonle
aerodynamics 1s K .. = 15 for (Cx )min = 0.015 - 0.018., These

o}
Kmax values for transonic-speed airecraft can scarcely be increased

wilthout using streamlining lamlnarilzation; thus, by boundary layer
suctlon, the lift-drag ratlo on the X-21 experlimental craft was
increased by 1.5 times, and K = 20-22.5 (Fig. 2.10, a) was

attained for the Boeing 2707 by boundary layer control and vari-
able geometry.
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Fmax %“—” A B Fig. 2.10. Main performance /75
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TABLE 2.8 A. . TECHNICAL CHARACTERISTICS OF TRANSPORT /76
AIRCRAFT OF THE FIRST GROUP WITH TURBOJET ENGINES _
: BGeIng | Convair 'Caravelle| Douglas
. ‘ [ ]
Alrplane type TH-104A | 707,320 | ss022 | VIR DC-8-30
. Passen- | Passen~ | passen- | Passen- | Passen-
Function ser ger Zor ger ger
Country | USSR | U.S. U.5. | France | U.S.
Gencelgii Initial preoduction | 1956 | 1059 1960 | 1961 | 1960
; +RO Four Four Two Four
ines
Number of eng RD-3m I IT4A-9 | CI-805-3 | JTBD-1 | JTeA-11
Maximurw seating oo | 180 120 g | m
| Wing ares, S, @ i744 | 287 185.8 146.7 257.6
Geome- ™.
trical Wingspan, 1, m 34.5 43 .4 35.6 31,3 43 4
data Aspect ratio, A 6,82 7,01 7.2 8.02° 725
Sweep angle, . deg. 37 35 37 20 30
Relative thickness,C,% I 13 12 11 12 1.5
Takeoff welght, Gto’ tons 76,00 141,52 83,69 52,00 142,88
| Wt 2% equipped plane,Gg | 42,30 80,16 20,19 30,2 60.37 {11
Wz;{;ﬁzt Weight of fuel, G, , tons| 9265 79.38 32,66 15.2 75 .
Weight of englnes,Gen, 6,39 7.60 _ 3.04 _
Maximum payload, G__ , 9,0 18,17 12,15 9,26 18,74
tons pay ‘ '
Goy/Cog 0,35 0,51 0,39 0,20 0.5
Main Airplan; lift-drag ratio,. 12 17 _ _ 13
relative m2x
perfor- | Engine perfor-
mance in mance P/ Con —~ - - - -
1 F
dicators Specifie fuel consumpiion
G, at economical speed 1,18 1,02 0,92 0,94 0,96
Specific wing loading, B
¢/, kg/m? 420 522 450 354 556
Gpay/ G o 0.119 0,120 0,145 0.178 0,131
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TABLE 2.8B. TECHNICAL CHARACTERISTICS OF PASSENGER, CARGO, AND
TROOP CARRIER AIRCRAFT OF THE FIRST GROUP WITH TURBOPROP AND

TURBOFAN ENGINES

Douglas| Tri- Gon- | Boelng | ogog.
Airplane type TU 141 00o8F tdentic | C144 | TU-154 Lorde 2707 78
} Passend T s ] "
Function er | |Cargo Pee\rslf “Mlllt. Pg.if— thgien Paggen Passen-
cargo g ger
88T 1% trenst ger
port
UK & | u.s. U.S.
Country USSR | U.S. UK U.s. USSR France
tenerall Tnitial produc{ 1950 | 1963 | 1064 | 1965 | 1068 | 1972 1974 1974
‘data tion .
Number of Four |(Four Three Two Two Four Pour _
engines JT6D-5 Ssl?)gys JT3D-5A 5938 GE4-)-85
" Engine type TBF ITBF TBF I TBF | TBF | TBP l TBP —_
Maximum seat-| 170 103 154 164 138 a3 308
ing none
Wing area,S,m2| 311,1 267,8 126,2 200,9 180,0 358,0 836,0 839,0
Wingspan,l,m 51,1 43,41 | 27,38 | 48,79 | 31,55 | 25.6 53.1-32.3‘ 35,4
Geome- | Aspect ratio A| 839 | 7311 B957| 804 |7 78] 182 T 33 | —
trical |Sweep angle, 3,5 | 30 35 95. 35 — 2072 —
data L Pl in deg.
Relative 12,5 11,5 — 11,5 11,0 — | 2.15—298| 23
thickness,C,%
Max. takeoff
179.0 1 " . . M . -
weight,G, , 42,88 52,16 { 143,61 84,0 161,9 306,2
‘o
tons
Weight of
Weight equipped plane, 95,0 58,39 30,57 59,66 43,50 65,2 130,3 08,52
& 4 tons
data eq
Weight of fuel, 67.0 71.26 17.5 | _
Gﬁ,, tons . . 7.56 68,05 33,15 84,0 166,95
Welght of
engines, G_ , 12,02 - - 8.4 7.05 | 10,2 18,0 -
e
tons
glggy;mg pa;:- 22,5 43,22 8,8 43,06 | 20,0 12,7 54,0 33,6
tons pay
(}fu/“}to 0,976 | 0,500] 0,380 | 0,475} 0,304] 0,522 0,545

68

/TBP = Turboprop engine; TBF = Turbofan engine/
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TABLE 2.8 B TECHNICAL CHARACTERISTICS OF PASSENGER, CARGO, AND /80
TROOP-CARRIER AIRCRAFT OF THE FIRST GROUP WITH TURBOPROP AND B
TURBOFAN ENGINES

/Conclusion/
bouglag| Tri= Gon~ Boeing . L-2000-
Airplane type . T0-114 | neog.gp jdent.g| G141 10 -154 [cerrde 707 78
|Lift-drag ratlg 5 - — |10 |55 [135 ~ —
Main Kinax '
compara-
tive [Engine perfor-
perfor- mance,NzD/Gen; 4,95* - - - 4.1 6,3 7.6 —_
mance P /G, in . {w/re-
indica| *@ © verser
kg/ks
tors —
Specific fuel ‘
congsumption, 0,207** 0,785 0,77 0.72 0,76 0,70 0,70 -_
C , at econo-
afeal speed, ‘
kg/kg.hr |
jpecitioalete | ars | s | 4 | o4t | a7 | 44 38 264
in kg?% .
1
Gpa G‘to 0.125 0,31 0,165 0.3 0,238 0,078 0,111 —_
* hp/kg
** kg /hp-hr
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TABLE 2.9 TECHNICAL CHARACTERISTICS OF TRANSPORT
AIRCRAFT IN THE SECOMD GROUP /81
Airplane type lMysterem- HS$-125 DC-9 TU -134 F.28
Function Pas SengeI‘PassengerPassengerPasseng_er Passenger
Country France | UK | U.8. | USSR Natherlands
General | _initial production P o1es3 | 1e63 | 1es | 1967 1968
ediz Number of engin Two Two Two Two Two Sney-
FHELNEs ST-12A-8 | ASV-20 D3¢ | D-20m-125 | Jukker
Engine type Turbojet {Turbojet | Bypaes [Turbofan Turbofan
Maximum seating | B—-12 | 8—10 | 60 e | 65
Wing area, S, in m? | a0 | 33 b osse | s | sse
Wingspen, 1, in m | 145 | w3 | w064 | om0 | 23,5
Geometri- : n
A Y 5,65 ; - 5,56 _
0al ‘dimen spect ratic, I Y, 65 | 6,17 l | .b 6 ‘
sions Sweepback angle, " deg. 30 20 24 35 16
Mean relative ihickness, 0,25 12,5 11,6 — 12
¢, in %
Maximwa takeoff weight, 9.25 8,5 34,9 44,0 24,5 /82
Gi» in tons
Weight of equipped plane, 5,2 4,4 20,9 27,0 13.8
GEQ, in tons
Weight +
data Weilght of fuel, Gfu,tons[ 3,0 | 4,0 | 8,5 I 12,2 7.8
Wt. of engines, G__,tons| o066 | 0,72 28 | 3,1 2,1
Maximum payload, G, 0,75 0,65 8,1 7,7 6,1
+ons ¥
Tro’ o | o024 | 0,465 0,243 | o028 | 0,314
élrplane lift-drag ratio, —_ —_ — 14,8 —
Main max
%ompara— E ine quality, P, /G 5.75 4,9 4,6 4.4 4.3
ive
quality ke
indica= [Tgpecific consumption,C_, . 1,36 1,16 0,79 0,78 0,8
tors at economical speed
Spgflﬁckg}g% foading, 286 298 405 383 336
Goay’ S0 | o081 0,076 0,232 0.175 | 0.2
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Fig. 2.11 gives the numerical valuea of the maximum l1lift-drag /8
ratios of passenger aireraft. As we can see, at subsonic flight £83
velocifies the Boeing 2707 with variable-geometry wings (K’max =
20-22.5) has the maximum lift-drag ratio. The Kﬁax 1s much smaller,
about” 12-14 for aircraft with delta wings (the Concorde and the
1-2000). 1In the supersonic range from M = 2,0 to M = 3.0, the
lift-drag ratio falls off to 7.5-8.5 for these craft, regardless

of the wing type /183/.

fmax : Fig. 2.11. M number dependence
™ of maximum aircraft lift-drag
20 ‘ ratlo:
2\ 7 1 -- Boelng 2707
15 A 2 -- Concorde
f:hzg\ 7 3 -- Lockheed L-2000-TB
" ya
v S S
§
i W W@ Z@ 25 arM

ﬁﬁ“ Flg. 2.12., Dependence of pas-
) senger alirplane range on takeoff
st Iy L] weight and wing type:
2 1& 2 -- turbulent and laminarized

wing streamlining

B e 3 -- laminarized streamlining of
4522ij;, wing and tail unit

assembly

0000

"‘quﬁfi’ 207 } o7
tons G to
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Further work on the laminarization of streamlining in the
United States and the United Kingdom with wing profiles with
C ¥ 1.5 percent with boundary layer suctlon point of the pos-
81bility of a marked reductlon in C_ /I133/, and thus an in-

o

creasing Kﬁax‘

Boundary layer control for streamlining laminarizatlon also
has an appreclable effect on the specific fuel consumption and
range of alrcraft. When using the boundary layer control system,
the increase in the mass of the empty craft due to the added
weight of wing structures and the installatilon of ailr suction
devices must be taken into account. Therefore an increase in the
range of an alrplane with boundary layer control 18 determlned /84
by the formula S

erdn 1
c G. G
X e | ——fu AZfu
Ly G "%, (2.12)
L VK o1 '
ce I—'%-(GQ

where Ll 1s the actual range (a1l values with the prime

correspond to flight with laminar streamlining, and
those wlthout the prime -- to turbulent stream-
lining); and

Gp, /G, 18 the increase in the alreraft's weight due to using

the boundary layer control system.

Fig. 2.12 presents the range increases as a function of alr-
craft takeoff welght for different wing types and optimal air-
craft parameters.

Engine quality 1s alsc increased by lowering its structural
weight and increasing the takeoff thrust (Fig. 2.10 bg. A slight
reductilon in englne weight during the perlod from 1953 to 1968
is associgted with replacemegnt in transport alrcraft of TBF
{turbofan) engines, which have a lower speciflc thrust, with
turbojet engines Zf3£7; this led to a 15 percent production in
the specific fuel consumption; a 15 decibel lowerlng of the
noise level; and increase in the ratilo of takeoff thrust to
crulsing thrust.
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In alreraft of the second group whose wings have a smaller
aspect ratio with a lift-drag ratio not exceeding 11-12, boundary
layer control devices have also begun to be used 1in recent years.

Small transport aircraft represent the third generation of
jet alreraft of this subclass, receiving developmental advances
Therefore, only turbofan engines have been
installed on them, which glven the small fuel margln made 1t
posaible to obtain long range values and good takeoff-landing
characteristics /35/.

only after 1963.

The baslc tactical-flight characteristics of these two
groups of alrcraft are given in Tables 2.10 and 2.11 and 1in

Flg. 2.13.
A G
omax Kfs e
) R TE
| B /| ; \.(c m:z
4000 . 900 L
i | Fonropl / Jr-aF |
B-2707 - | " Tpediam I
a0 L‘fmﬁt v P, rapﬂ)X\
060 - S0 2000 o277
2000 77 7D : C=1_
880-22 A Mucmsp 20 i
1000 S 1000
1030 VIB P -3, 008 | F
2 2 B Ty‘f'% F-28 " F 0 i Todar
T 1970 1980 fodw 1950 563 70 170
a) c)
Limay kM L J K™
20000~ E 8 1o
vl
< 2000 ~8F
e B! T [N\ T2
2000 S fe-or C 5§
/ﬁw §-30 F-28
8000 1000 ™.
4000 7
T34
) Murm=pza‘ 175' rac"u 0 Todst
1950 10 1560 mm [ B 1330 97 759
b) a)
Flg. 2.13. Basle tactlcal-flight characterilistics of

transport aircraft in the flrst and second groups

KEY:

codEOQlE
|
]

oncorde -

TU-104A J L ﬁactual

Mystere 20 K -- With turbojet engines
TU-134

Years
With turboprop engines
With turbofan englnes
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When the manufacturers did not give range in the tactical-
flight characterlstics, 1t was calculated by the formula

L=2440

KVKany. o
C = *
¢ i .

(2.13}

where Kf is the coefficient allowing for fuel consumption in
takeoff, acceleration, gliding, and landing;
Gto is the takeoff weight; and
Gpq is the welght of the alrcraft at the end of a flight
for range.
TABLE 2.10 A. TACTICAL-FLIGHT CHARACTERISTICS QF PAS-
SENGER AIRCRAFT IN THE FIRST GROUP WITH TURBOJET ENGINES
7 ) - Boeing | Convair | Douglas | Caravelle
Airplane type TU-104A 1 “907.390 8H0-22 DE-8-30 VIR
Flight Maximum 990 965 988 960 A2
veloeity H:e Twm |H=Tbore! HF=-6,9um | H K lum | H 7.7 um
Vv, km/hr
HiK 850 813 861 725
Cruising =10 x| H=12,2 k) H=10,7 um| H=10,7 xm{ H=10,7 un
Economical 80O 860 897 BT6 800
H=10 kM | =12 kv | H=10,7 1) H=10,7 gm| H=10,7 xut
Range Fith waximuw fuel reserve 4300 10900 6430 10600 4550
e gy H=10 k| H=117 x| H=10,7 kM| H=:=10,7 xn} H==10,7 xkn
With maxioum payload 4000 7400 6130 9125 2700
] H=10 gd | H=11,7 kM| F=107T sxnm| H==1l kn | H=10,7 kn
Takeoff run for G
- to-max 2650 3650 3700 3600 3000
Takeoft MCA+15° C;
landing =
charac- Landi un at maximuanm
teristicd JAnding weignt 2000 2200 1900 2070 1700
in meters

T4




TABLE 2.8 B TECHNICAL CHARACTERISTICS OF PASSENGER, CARGO,
AND TROOP-CARRIER AIRCRAFT OF THE FIRST GROUP WITH TURBOPROP /8
AND TURBOFAN ENGINES

. Douglad Tri- o i
Airplane type .er_-“4 ch-ﬂl-‘iientl-c C-14] |TU~154 cgrge Bg%l_ing L-:;ogo.
Maximun 820 955 975 900 075 2300 2850 -
H: 8wm| H Bxmp M T,6)0 H-:7,6| H-9,7 |H--19 um} H=19,5
F 1 lgh ‘t KM KM KM KA
velocity, H‘MO B35 855 H 815 900 — — —
1 a3 = 10 I~ H:= == 1) KM '
Vo km/hr CI‘LJ.lS].ng KM =10,7 km|=10,7 xu
Econouieal ' 750 875 930 815 850 — —_ _—
¢ruising i - H:= |M-:1l xu
; =10,7 km|=9,7 kum
¥/waximem fuel | gggp 12200 | 5300 10500 | 7000 | 7800 8000 -
Range, reserve He - H:= H=1! kn
in km =17 xul=10,7 knm
At maximum pay- 9700 GO 3250 6500 4000 6700 6430 —_
load i - He= == H: 16 g
Takeoff run at =99 km|=10,7 um[=9,1 um
Landing- Gtg maxs MCA + 25650 3600 a1e0 2050 1215 | 2000 2320 -
takeoff } 157 Cy H=0
charac-— :
: Landing run w/max]
till‘ég— landing weighé 1850 2130 1815 2000 710 2100 1950 -

/MCA = minimum crossing altitude/

TABLE 2.11  TACTICAL-FLIGHT CHARACTERISTICS OF TRANS-

PORT AIRCRAFT OF THE SECOND GROUP /88
Alrplane type Mysters20 | HS-125 DC-9 | TU ~134 F-28
Flight 908 870 886
velocity| Maximum H=T7,6 km =11,0 kM| H=T7,6 kut
860 805 778 850 815
V,kn/hr|{Cruising H=7,6 K | H=9,15 ku] H=9,15 xm| H=8,6 rxu | H=T,6 xu
: 740 690 850 750 80;'3
Economical H=12,6 xu] H=12xm | H=7,6 st | H=8,6 xu | H=T7,6 xu
With maximum fuel reserve — —_ 3000 4360 3100
H=9,15 xy| H=8.6xu | H=7.6 Kkn
Range,
km With maximum payload - —_ 1720 2045 1795
H=9,15 km! H=8,06 ust | H=7,b6 uu
Landing- |Takeoff length w/G 1300 800 2120 1050 2165
takeors |MCA £13°C; H=0 o max

700 I 420 1615 850 | 1400
75

cherac- |"Landing run with caximun
teristics | landing weight l



In splte of the strong development of transport aviation,
the total time spent by the passenger in long flights amounts to £89
geveral hours. For a range L = 16,000 lm at a crulsing speed of
Voru = 2600 km/hr, the duration of just flight alone is somewhat

more than six hours. In additlon, the passenger has to spent

time on the road to the alrport, walt in the alrplane t1i1l1 1ift-
off, and in the drive from the airport after the plane comes 1in.
Setting this time at two hours, the total time expended by the
passenger in a flight is 8.5 hours. The total time outlays of a
passenger can be characterized by Fig. 2.14 by the following rela-
tionship:

=t (2.14)

t +t

tot to f + td.w'

Here tto is the time spent in takeoff, landing, accelerating to

required speed, and deceleration (1t 1s assumed that the g-load
18 0.2 in acceleration and deceleration); te 18 the time spent

in the flight at vcru; td W is the time spent in trips from the
airport and in waiting for the flight (td w = 2 hours).

The large total passenger time oﬁtlays require a slgniflcant
increase in flight characteristics of transport aircraft. Two
fundamentally different solutions are possible in this area. /90

For aircraft in the flirst group designed to make long
flights, a reduction In the total time can be achleved only by

an appreciable increase in cruising speed to Mcru = 8.0-12.0.

This means that hypersonle transport alilreraft must appear to
replace supersonic transport planes /161, 164, 184, 199, 206/.
The additilonal time ocutlays must be reduced for alircraft in the
second group making short-range flights by bringing the takeoff
point closer to citiles, i.e., by using vertical takeoff airplanes.

Aol poearudune
&, oemoneme B

togu[E | Fig. 2.14, Total pas-
Dl i D Iw ‘ senger time outlays
, :\\\ﬁ runeiyotor ! ty .4 fOr flights on
; ange dqifferent types of
- !ﬁﬁm transport alrcraft
‘ S §§§§§Mﬂm (subsonic, supersonic,
C ; ~ ] ——— %01 and hypersonic) as a
Cozoaslyrote 7°00 ﬁ"m
1" ramonemsi 3700 functlon of Mcru
2 . _—
: KEY: A ttot
B -- Subsonlc Jets
¢ -- Supersonic
& 2 [ § [] 7 My alrplanes
D -- Hypersonlec
alrplanes
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Flg.2.14., /Continuation/

E -- Range
F--Mru
Ham, =TT
' w BT Fig. 2.15. Constraints by
5 : wn@@ﬁfﬁV}ééA%%giﬁzpé? hypersonic airplane flight
2| 7 Ay, W e regimes
m?.y 67 Gy L~ KEY: A -- Approximate upper
A.ﬁﬁfmwibswl,ﬁ“i,q W 1imit by engine
Hyroin s w1 characteristics
72 f Bw . B %%ﬁ%ﬁ:ﬂﬁf&%pﬁaﬁ egv’ﬁgw B -- Shock wave
sl | RO RO | C -~ Noise
C Juw | ' l | l D -- Approximate lower
i Sy e SR S A B S B R R0 IT . limit by design

-~ Maxlmum temper-
ature for various
materials (typical
equillibrium wing
temperatures at
some distance from
the leading edge)

The flight regime of a_hypersonlec craft is marked by several
constraints %Fig. 2.15 /135/) affecting the characteristics of

its use. The upper boundary 1s determined by the allowable pressure
In the air Intake ducts, and the lower boundary is set by the
structural strength limit. This constralnt increases fuel con-
sumption in hypersonic alrplane flight. To reduce its value,
acceleratlon to hypersonlc velocity will have to be executed

at a low altltude, followed by a climb to cruising flight. As

can be seen from the constraints (cf Fig. 2.15), this maneuver

must be done with simultaneous c¢limbing. Therefore the flight

profile of a hypersonic craft with a cruising speed corresponding /91
to M = 12 1s of the form shown 1n Fig. 2.16. Sincz in this regime

the turning radius is very large (about 800 km at a 30° bank),

the flight trajectory must lle 1n a great-circle plane.

Let us turn to an analysls of transport alrcraft with
vertical takeoff for short takeoff run. For lines of several
hundreds of kilometers, they must have a falrly high cruising
veloclty, as we can see from Flg. 2.17 a. In this case the total
fllght duration is two hours for a range L = 1000 km.
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Fig. 2.16. PFlight trajectory of a hypersonle transport
with allowance for constraints (cf Fig. 2.15)
KEY: A -- Departure at subsonic speed
-- Transitional regime
-- Hypersonic cruising flight
-- (Glliding
-- Arrlval at subsonic speed
-- Flight phase
~- Engine cycle
-- Turbojet engine
-- Turbojet engine + ramjet englne
Climb at supersonle speed
-- Hypersonlec ram]jet engilne
-- Engine filred
-- Awalting landing
-- Time, minutes
-- Distance
-- Mean acceleration 1/3 g for 15 minutes
-- Normal acceleration 0.93 g
-- Mean acceleration 1/6 g for 30 minutes

HomoEaERuHITREERDOOD
!
I

Selection of Vcru for yertlasal tal

effectlveness criterion used 1n evaluating transport alrcraft
(Pig. 2.17 b):

cral't 1ls based on the
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(2.15)

Gon .
£y = Comp Vro-av
where Vro,av is the mean route speed.

For L = 1200 ~ 1400 wm, V_ . 1s 830 lan/hr for vertical takeoff /92
airplanes; but 920 km/hr for ordlnary ailrcraft, and thus El is
practically identical.

Another indicator of economic effectiveness characterizing
the operational flexibllity of vertical takeoff aireraft (owing
to the possibility of takeoff and landing in required airports

reggﬁjdless of the class of the airport) is the quantity E, (Fig.
2.18):

Gron+ Gu Newp
Ex= 4 2.16
G‘emp N:ot ( )

where Nsu is the number of suburban airports; and

Ntot 1s the total number of airports.
N Flg. 2.17. Main indi-
¢ B cators of short-haul
?m e G_JW_'V oo H/S aviation:
4 v i e THVECP KEY: a -~ Total time
AV LA spent by passen-
? = L~ , (2] — gers 1n flights
2r — ; o = as a function
. [ el of range:
| 1 --..{l i 1l -- Ordinary air-
CHT kW 0 B0 fedg 22a@imm craft with v ...
a) b) = 920 km/hr

2 & 3 -- Vertiecal
takeoff aircraft
with vcru = 830

and 280 lm/hr
b -- Effectiveness indicator as a function of range:
1 -- Ordinary aireraft with Vopy = 920 km/hr
2

& 3 -- Vertical takeoff aircraft with V ry = 830 and 280 lan/hr
KEY: A -- tioes hours cru

B -- (Gpay/Gro) (vro-av) ’ lcm/ hr @ ro GroutJ
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Fig. 2.18 presents functions of a second indicator of econo-
miceffectiveness of craft (ordinary aircraft and those with
vertical takeoff). As we can see, by this indicator vertical
takeoff alreraft not only surpass ordlnary alrcraft at the present
time, but even retain the trend of an increase in the indicator
in the immedlate future ZEB . Additionally, improvements in
transport aircraft will Jead to fewer airports from which
these alrcraft can operate, which also favorsa riSeinEz-

The high effectiveness of vertical takeoff alrcraft (ef. /93
/I377) can be obtalned, in particular, by means of power plants ==
with a wilde range of thrust change, from 1.3-1.5 times the welght
of an aircraft in the takeoff regime, to 0.1-0.3 times aircraft
welght 1n the crulsing flight regime. Producing this thrust
range /1377 is one of the princlpal and complex problems in devel-
oping effective aircraft of this type. From Fig. 2.19 Zi5%7 1t
18 clear that the main requilrements lmposed on the power plants
of vertical takeoff alreraft must be satlsfled by 1975.

L Bl R Fig. 2.18. Trends in
wlf ] [ l I I change of economlc ef-
B fectlveness of short-
P Caranemst feplnuncmus Bpenaouis”  haul aviat%on aircraf%/
- 1 KEY: A -- (G + G G, -
e 399‘\'»"’7‘ pay fu’/ "emp
¢ ,<S§SS§ | ‘(Nsub/Ntot)
8 [ Zgminowe ca > B -- Vertilcal takeoff
| and short take-
Sl 7T ey E off run alreraft
P S N C -- Ordinary alr-
N B9 W 198 BN @ 0§ B R W N7 craft

D -- Years

Simultaneously wilth development of hypersonic transport air-
craft, research is underway in the U.S. to bulld a bomber and
fighter-interceptor wilth Mcru = 12 and a flight altitude of 42-

43 km /135, 1437. The high velocity of the hypersonic bomber
will permit using ailr-to-surface misgiles on it without power
plants, but with a considerable range (due to the kinetic energy
reserve).

The variation of the 1lift-drag ratlo of hypersonlc alrecraft
(at the 1968 level of theoretical studies) 1s shown in Fig. 2.20.
As this figure makes clear, Kmax of hypersonic alrcraft will
vary from 6 to 8. Power plants of hypersonic aircraft will
operate on liquid hydrogen and consist of two engines:
a turboramjet engine and a ramjet engine with sub- /94
sonic and supersonic combustion /B1/.

80



Comparative characteristics of filghter-interceptor (ordinary
types) with hypersonic fighter-interceptors (a U.S, project) are
shown in Fig. 2.21, from which it is clear that at the transition
to hypersonic flight velocity M > 8, the statlec flight alti-
tude and the takeoff weilght of the fighter-interceptors rise
appreciably.

P

|4 ‘ Fig. 2.19. Developmental trends
5 1 in 1ift and thrust englnes of
wwﬂm : alrcraft

n KEY: A -- B/G_

B -- 1Lift turbojet engines
C -- Thrust turbojet en-
gines and turbofan

engines
D -- Years
2] i : :
557 1960 B s B0
gﬂgm%%m_&%”_”&m D Fig. 2.20. Change in 1ift-drag
Budwoe  Budwor weased yb- Bomwa- ratlo of modern alrecraft as a

KOEINQ  NPHAR RUNSHUR Aem
: | function of M number

KEY: A -- Nonsweptback wing
B -- Sweptback wing

20

R

2

o
T it

PRI 7,115} C -- Small-aspect-ratio
| wing
, | D -- Varlable-incidence
[ wing
7

]

o 07 WGRT 20 O Wngon

2.5, Tactlical-Flight Characteristics of Alr-to-Air Missiles

Alr-to-alr misslles are one of the most powerful elementa in
the armament of fighter-interceptors, multimlssion fighters, and
are deslgned to strike enemy air targets (fighters, reconnais-
sance craft, bombers, certain types of alr-to-surface missilles,
balloons, and so on). The considerable range of altitudes and
velocltlies of alr targets imposes high requilrements on these
missiles. Alr-to-alr missiles must have high power capabilities
to strike high-.speed targets 1n the rear hemilsphere or air targets
flying at considerable speeds above the fighter-interceptor. Ilarge
errors 1n the recovery of a fighter-interceptor at the moment of 522
missile launch owing to 1ts 1limlited maneuvering capabllities as

81



to altitude, the action of actlve and passive jammlng, and also the
rapidity of air combat demand considerable g-loads from a missile
in all condltions of its combat use.

A B Fig. 2.21. Comparative char-
\Fer 24| Pingen C %5 acteristics of fighter-inter-
fe # - ceptors (ordinary and hyper-
o— dms F-860 D sonic):
i 1 -~ For maximum M ..
o— gmF-mg G /y - -
wk o o amrrd H - 2 Eog slt:,latic flight alti
o — & Pane‘p.ggwfgg}— ude st
uﬁwﬁmﬁwmﬁ 3 -- For takeoff welght
N e
o}
& > ,frﬁg’,{§ w FEY: A -- Hge
LM/ > B-- ]V&'naX
; c -- Gto’ tons
ﬁ;:::j:: ’ D -- For F-86g
aL @ E -- For F-10
.77 150 B0 5 o B0 P - Por F-110
G -- For F-111B
H -- For YF-12A
I -- For hypersonle

fighter-intercep-
tors (U.3. proj-
ect

J =-- Years

Tt must have small weight and dimenslons 1n order not to
reduce the static ceiling, longlitudinal g-load, and rate of
climb of the fighter-interceptor. At the same time, the misslle
warhead must be sufficlent to strike enemy alrcraft with skin
thickness to 10-12 mm.

The missile englne and control system must ensure hlgh accuracy
of guldance to the target (during its maneuvering and when jamming
is present) and must also have high reliability of action under
combat conditions and after long storage; the missile design must
be intended for mass productlion. In the oplnion of forelgn spe- 796
cialists, it 1s practically impossible to satisfy all these 136
requirements in a single misslle type. Therefore modern fighter-
interceptors can, depending on the combat tasks asslgned them,
carry various air-to-ailr missiles /%, 17, 60, 61, 66,

Table 2.12 gives the main technical and_tactical-flight char-
acteristics of certain alr-to-air missiles /69, 72, 78, 89, 96,
128, 137, 160, 171/. |
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The main performance indicators of the missiles are the longi-
tudinal nx and lateral ny g-loads, thrust-weight ratio and power-

to~welght ratio (Kt-w and Kp-w)’ and maximum flight velocity Voax:

Thelr rate change graphs have been plotted based on the following
fundtlions:

e (O 28),
L.
nram¥=p-£;i(Ci&figE;;;—-
_2 ”'?-)s (2.18)
pV2Sme/ “e-s max’
K _g_s:n' K= %% (2.19)

Here Pen i1s engine thrust;
Gm 1s misslle weilght;
I, is the specific impulse of engine in kg/kg;

‘ ac be—s aC a 8
c' - v - m;
- aa » Cy == —_66 4 .!'ﬂ,z 3 ..a__ ; mz — —_—

are the partlal derivatives of the 1ift coefficent and the coefficient
of the angle-of'-attack moment a and the control surface deflectlon
angle §o_g°
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MAIN TECHNICAL AND TACTICAL FLIGHT CHARACTER-

84

* The area S

ATM-5LA,

was obtained by calculation from
general views of the missile for the GAR-3A, Red Top, and

TABLE 2.12
ICS OF AIR-TO-AIR MISSILES
Missile type Fairey| QAR-ID| GARS |QAR-3A [AAMN-/ | Rs30 (AIMS54A
Neme of wissile [Fairey |Pal Side- |Super |Sparro Red Matra ]
Fleshy alcon w1n891 Faleom| IIIA Pop Phoenix
Country | UK U.s | U.s.| U.S. | U.S. | UK |Prancel U.S.
General | Initial produc- 1950 1956 1954 1959 1960 1964 1963 | Bxper.
data Lon 1969
3uldance system ! Radio S?r{:ll- Pass- Si?li—. Semi- |Infra-jRadar |Radio
bear, |2Ctive|diye™ |active|active| red |.0% comnand
radar |ipfra- iadgr radar {homing 1nf§a- w/homi
homing| “regd oming homing Ted in fina
homing homing | leg
Geoue- Diemeter, D, m | 0,147 | 0.162 | 0,127 | 0,168 | 0,210 | 0,220 | 0,260 | v,380
tricel |Tength, d) w [ 28 | 108 | 287 | 218 | 366 |05 | a3 | 3%
gions |Wingspan, 1, m | 0.7 | 0,5 0,53 0,61 1,02 l 0.9 I 1.1 0.91
5
Area of two™ wangd 0,165 | 0,18 | 0,25 | 0,23 | 0,3
Sinm
Launch weight, G
in kg a1 13 59 70 68 172 170 195 450
ngght ?.rfu anload 80 30 36 35 BO 63 92 140
- 3 g -
Weight pay
data |Weight of warhesad| W 9,0 1,3 18,0 29,0 26,0 30,0 25,0
Ywh, in kg
JSFJ = |Engine type SFJ | SPJ |SBJ SPJ srg | spg | spg | swa
80lid- —|Engine
fue} Jek oper. 13t stags 1,5 1,5 3
Bngine |Period; fond stagd %0 || 2% || M8 | 2% |3
ten b c o .
Engine het st J
thrust, 5t stag 2700 2700 2900
4 2100 —_— bl
Pen: kg |2nd stage 45 1600 15 3500 3800 200
Maximum flight ald
titude of %tacked 15 18 18 21 20 23 2! 26
Condi- {target, H_,
tions L
of cou- 13{2’{%—2&%{ fﬁontal
bat use emi-
ﬁ sphere 1500 2500 2900 2800 3000 3200 3000 4200
icRia eeT 2000 2200 | 2300 | 2500 | 2300 | 3000
tarén}ﬁr hemi~
sPhere

drawings of
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TABIE 2.12 MAIN TECHNICAL AND TACTICAL FLIGHT CHARACTER-

ICS OF AIR-TO-AIR MISSILES 522
/Conclusion/
Fairey| GAR-ID| OAR-8 |GAR-A |AAMN-1 R-530 [AIM-54A
Missile type _ vr -
Thrust—te-weight 13,5 | 4 2 20 2 18
ratiD,Kt =P /Gy, ' o 8 o
ke/kg VW €
Main Iigoiveiisg—gii C—t ratio a5 41 43 70
misgile p-w ’ vriw Ta
perfor -
mance Availablg H=5 xu 8.5 11,0 25,0
indicad g-lead, A
tors | n H==15 xu 4,0 8,0 5,0 9.0 9,0 16
y-ava
‘ H=20 xu 4,0
Available gr=5 xn 12,5 17,5
g-load, - :
nx_ava H=15 KM 15 19.5 38 45
=20 xu
Veloc:;.gg H=15 K | 600 620 490 950 670 950 1050
¥
nax H=20 kx| 520 000 | | 900
ac-8

Numerical values of the ratio m} /m

mate calculation for layouts of missiles with tilti
control surfaces located forward

can be taken as follows
of missile motion /B3,

of the motion of the mass center described by the equations

: 5-6, 1.4-1.2,

A

used in an approxi-

ng wings with

(canard) and aft of the wings /100
Linearized equations 4{—>
we used 1n deriving the relation (2.18).

The maximum flight velocity vmax was determlined as the solu-
tion obtained for the end of the powered phase

Vm=V—V,-ln(

¢
ma e _ [iCatacspr
e g (my
en

(2.20)
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P =sm.Y; (2.21)

Here V 1s the instantaneous misslle veloclity;
Smen is the fuel consumption per unlt of time
(s = l/ten, t_, is the engine operating period);

————2
(Cz,+ACy) 45 the constant mean value of the aerodynamic coefflicients;
m4 is the missile launch welght; and

VJ 18 the nozzle gas exhaust veloclty;
cos a = 1.

From the data in Table 2.12, we can see the lncrease 1in the
maximum flight velocity {(an enlargement of the zone of possible
attacks -- cf Chapter Four, Sectlon 4), which allows us to assume

that the lateral g-load ny-ava rises to 25, and Vmax -- to 1300-

1500 m/sec at an altitude of 15-20 km.

2.6. Tactical-Flight Characteristics of Air-to-Surface Misslles /101

Multimission fighters and tactical and strategic bombers are
armed with alr-to-surface missiles. Depending on the type of
mother craft, these missiles perform the most varied combat tasks.
Missiles of multimission fighters, as a rule, are designed to
destroy small ground targets (tanks, armored troop carrlers,
radar and missile ground complexes, infantry subdivisions, and so
on). Missiles of tactlcal bombers are used to strike bridges,
railway junctions, mllitary warehouses, missile launch sltes,
small and medium-tonnage naval vessels, transports, and barges.
Missiles of strategic bombers serve to strike large milltary
targets (military ports, large tonnage naval vessels, and other
targets of astrategic value). Therefore air-to-surface milsslles
differ widely in their technlcal parameters and tactics of
combat use /13, 17, 54, 69, 70, 137, 155, 1rl/.

The filrst group of air-to-surface missiles for multimlssion
fighters are marked by their low weight (down to 600 kg) and
limited range of action (to 15-20 km). If missiles of this
86



group are intended to destroy nonradar-contrastive targets, recogni.-
tion and tracking of targets is carried out by the pilot or operatcr
visually. Therefore the guidance system is of the semiautomatic
type with optical or televl sion sighting devices. The range of
these mlssliles cannot exceed the range of visual target of observa-
tion, i.e,, 8-12 km. If the targets to be hit are radar-con-
trastive (bridges, raillway junctions, military-transport barges,

and so on), guldance toward them is executed semiautomatically or
automatically using radio-command methods Bullpup and Nord mis-
siles). And, finally, if targets are included in operating ground
radar statlions, guldance toward them is executed gutomatically by
means of a passive radar homing head (Shrike missile /I71/).

The second group of misslles for tactical bombers differs by
high welght %

to 2.5 tons) and range of action {to 50 km)}. /105

Their guldance systems are automatic wlth homing from the launch ===

point to the strike 1lnstant or with command guidance over the
initlal section and subsequent transition to homing.

TABLE 2,13 MAIN TECHNICAL AND TACTICAL-FLIGHT CHARACTER-

ISTICS OF AIR-TO-SURFACE MISSILES /302
Missile type OAM-. CAM- | M1 GAM. j As-30 | AQM- | 5 qp Ty
Neme of missile |Skybolp Hound| Bluie PBullpup| Nord fShrike,| Wall- SRAM
teel ) eye
General Dog Stee ‘1 J
datz | issile type Ballis{ Winged Wingeq | Winged Winged With | Glide |
tie | (Air- | tilt. ¢ bomb
plane wing-
schemne
Country U.8. | U.8. UK U.5. | France U.S. U.5.] U.8.
Year built | 162 | 1962 | 1964 | 1982 | 1964 | 1967 | Exper.
Guidance system |Astro-|Iner- !|Iner- |Radio |Radio passivd Tele~ |[Inertial
iner— |tial |%13l bommaridpommand] homing vision with
el with 14ion 10
radar homigg
Geome- | _Dizueter, D, m | 0.9 o7 | L | 03 | o3 | o | om | -
trical | Length, d, m | 16 | 13,0 | 107 3,2 3,8 | 274 | 3,44 | -
dimen- - - .
sions Wingspan,l, m l —_ ] 3,7 | 3,96 | 0,94 | 1,05 | - | 1,16 l _

/ SFJ = solid-fuel jet; LFJ = liquid-fuel jet 7
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TABIE 2.13 MAIN TECHNICAL AND TACTICAL-FLIGHT CHARAC-

TERISTICS OF AIR-TO-SURFACE MISSILES /103
/Conclusion/ E—
: - M- AQM-
Missils  type QAM: | GAM- | .y CAM- | As-30 AQM- | Aae | AR
Wing arga, S, in - - - - - _ —_ -
— 6a00 | 200 | ees | 2%0 | 450
Weight LaI\:nch weight, Gl 4500
data ﬂ?ay%ﬁsa weight, | _ _ — _ . _ — —
pay’ R
Warhead weight, | Nu- | Nu- | Nu- | yg 230 18 340 ]Nuelear
Gy 10 kg clear [clear [clear ‘ o
;st Engine type iSFJ Tugg%- s |1es SFJ SFJ Fvall.
Engine | t :Lne o er. il -_ —_ - 2 1,8 - -
a riod,
g I
e ine P 3400 | 7260 | 85400 — | as00 - -
t%gst, kgen] 17000
ond | Engine type — - - =1 = -
i ‘Engine oper. —_ — _ 20 _ - —
| ettty ,
€ |Engine < — | 1800 - - - - -
e | thrust,P a1l 9000
] kg
Altitude range of] — 16 20 - — - 21 -
Eother alﬁcraf t,
M. 3 ? . /10“
- |Range of aircraft LV
?{ﬁgi lau%ch vehicle - 0,6—1,5] -_— - 10,6-2,2 — - —
of cou— Mach number, Ml.a
bat use
Thrust-to-welght ; —_ | _ — - —
I%atlo of 1?1: gﬁslag 3.8 - 1,07
Main t-wl , ,
perfor- Thrust—to-we:.ght _ - = _— —_ — - -
 mance |ratio of, 2nd stage
lnilca-— t-wIT ™ ent1’ Ca11
TS lpvailabld H=15wm | — — _ — Z _ _ Z
g-locad | - —_—
H=0,5 xu — - - — — - | —_
Teximom range, — 800 320 9,5 12 20 10 160—180
Lm, in km
Meximum velocity,| ¢,0 |1,6—2,0 1,6 2,4 2,0 3,0 ‘ - -
M N
Kc.c=iGthxmax)/G1 — l - 40 9,4 4,6 1,6 l 9,0 —
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The third group of the missiles for strategic bombers differs
by its high welght (to 10 tons) and considerable range (up to
several thousands of kllometers). As a rule, guidance systems in
these rockets are purely inertial or inertial with different
types of correction: radlocorrection, astrocorrection, ete. The
structural arrangements of missiles in this group are quite varied:
ballistic missile (Skybolt), winged misslle of the ailrcraft
type (Hound Dog, Blue Steel); and cross-wing missiles.

Some technical and tactlecal-flight characteristics of air-
to-surface missiles are given in Table 2.13 /5, 11, 15, 54, 60,
78, 89, 96, 128, 137, 155, 171, 174/. Some of these characteris-
tics were determined by formulas (2.17) - E2.19;. In the deter-
mination of V s the system of equations (2.21) was wrltten
separately foP%he first and second missille stages; moreover, in
the right slide of the differentlal equatlon there appears the
term g sin oi, where 81 is the angle of inclinatlon

of the velocity vector in the flight of the 1-th stage.

Solving the two systems of equations, we get

Voaxr = Va— Vj; In ("&—::—%—I)-*—gtenlﬂna[—"
1

Ay
* 2(m— ’;:—': t)

— m'-—- —
— Vmecosanln (_mT”ﬁD) + gt sin by —

g 502
_{ Gt ACnSeV

ey 2 (ml'- ;"fu :) (2.22)
entt

Here 1indexes I and II relate, respectively, to the first /106
and second stages: £47090

t and tenII are the operating periods of the launch and

enl
sustainer engines;
mq and mr are the milsslle veloclities in the launch and
the route legs; and
V, and V_ are the misslle velocitles in the launch and
the route legs; the overlined functions repre-
sent mean gquantities.
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= = ¢ =
The values 4y o(t), o1 77(t) and g arp(t)

can be determined from the kinematics of alr-to-surface missile
guildance to the target (cf Chapter Four). The maximum level range
is determined by the formula

&nl b
Lemu= [ Vercos@eedt+ | Vigcosouds 4
] 1

ek

3
f 2.2
+ ) lgacos % g, (2.23)

where Vf and tf are the missile veloclity and flight time 1n the

free phase. EKnowing the level range, we can determine the general-
ized indicator of missile performance (or the coefficient of 1ts
"combat capabilities")

K, = SinLemax (2.24)

where G . 1s the weight of the missile warhead in kg /Toree/; and
G, is the launch weight of the missile in kg /Foree7/.

The higher the KWh value, the greater the mass of the warhead2

whlch wlll be dellvered at a greater distance from the missile
launch site.

As we can see, for rockets designed to strike small ground

targets, lateral g-locads ny—ava at lower altitudes have the

largest values, which 1s due to the appreclable errors 1n the
determination of the coordinates of the target which the missile
must select for a short range.

The least lateral g-load 1s exhiblted by the Walleye missile, /107
which 1s actually a guided glide bomb.

2.7. Tactlcal-Flight Characteristics of Surface-to-Alr Migsiles

Surface-to-alr missiles gain wide use in antiailrcraft defense
systems, along with fighter-interceptors and small caliber multi-
ple-barrel cannons.

Antiaircraft gulded missiles; depending on the location of
the launch site are divided Into two types: ground-te-alr and
water-to-air, The former are used for the defense of ground
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objects or a country's territory against air ( /antialrcraft
defense/) and missile (AMD /antimissile defense/) attack /%, 17,
66, 69, 38, 96, 116, 214/. The latter are used in defending
against air or missile attack on naval vessels.

The Bomarc missiles (strategic AAD forces) are used in
striking air targets at considerable distances from the location
of the launch site in the U.S. Armed Forces. Interception of
targets at short distances, but s8ti1ll flylng at medlum and high
altiltudes can be achleved by the Nlke-Hercules milssiles. Inter-
ception of low-flying targets 1s achleved by Hawk misslles.

Both types of missiles are classed as tactical AAD weapons.

Defense of 1infantry grouplngs against alir attack 1s provided
by the Chaparral and Red Eye milsslles.

Nike-Zeus3 missiles serve to defend objects and territory
agalinst balllstic missiles and spacecraft.

The main technleal and tactical-flight characteristics of
surface~to-air misslles are given in Table 2.14 /78, 88, 96, 128,
137, 155, 172, 174/.

Mazimum vertical velocltles at the end of the powered phase
are determlned for two-stage missiles with the following formula:

Voax = — nln(lEL%;§§EQ-génr—

S S——
_ e§L‘<t3=.+fu’::):smr';t e
¢ 9 = Meagy
(ml fork )

—V;nln (ﬂn%”f-—l-l-]:)—gter}l_.
m

[J ——r
_ [t ACnSoVy,
. m '
bt 2 (g — 21 ) (2.25)

where V_ 1s the veloclity at which the milssile leaves the launch
pad. Fir three-stage missiles, three more terms must be added
to formula (2.25). The maximum altitude of a one-stage mlsslle
1s determined by the following formula (similar expressions can
be wrltten for two and three-stage missiles): o1
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TABLE 2.14

MAIN TECHNICAL AND TACTICAL-FLIGHT CHARCTER-

ISTICS OF SURFACE-TO-ATR MISSILES /108
- MIM- | MIM. MIM- | RIM- | RIM- | DM-
Missile type IM99AF Tiga | 23A 43A \ 2E 24A | I5C
Nike- .
Name of zissile |Bomarc Hergu-- Hawk Chapar-. Qed |Ter- Tartar | Nike-
les ral BEye  rier Zeus
Country U.s.| U.s.|u.s. ‘ U.S.| U.S. | U.5. | U.s. l U.s:
C’egezzl Initial produc- | 1955 | 1958 | 1958 ' 1967 | 1986 | 1056 | 1958 | Exper.
a tion S TEES
Plane Fl | Plane Plane ane& {Plans*|Missile
Missile function |y i T:Lnt anﬂﬁ%iﬂe inter-|intep-jsubma~ subma—llnter—
nier- ceptlod tlo‘Lceptlor-cgpt:Lon riue |rine |ception
ceptior] from |$55n from Igomd,ggpgfo}l inter- irom
gﬁgﬁﬁd ground | ground |ground ground, oep‘tlor{ ground
Guidance system [Radio [Radio [acrive. I?ﬁﬁa' I?ﬁﬁa_ _ngg_l“-.ggﬁve Radio
command rada’phomin homin PLGing | rgdar |command
commarn g g
howming homing
Diameterp 0,80 | 079 | 038 | 013 | 0,07% | 0.305 | 0,35 | 117 549
teome— |rengthyd, y 14,3 | 12,5 5,1 2,2 1,24 | 82 4.7 14,7
trical S
data rWingspan, 1, m 5,54 | 2,3 1,25 | 0,76 one | .17 | 0,51 2,5
Area of both o 11,6 4,4 1,3 _ |Wing- —_— — —_
wings, 5, iIn @ less
)
Launch weight,G 4 6300 | 4600 | 3580 84 8,5 1360 | 700 | 10300
Weight | in kg
data _-Egz%ﬁl;: d&Gt.YPe Of'Nucle‘ai 500 50 4,5 0,6 60 60 Nuclear
Engine type Liguid|Soiid |{Solid [Solia [S9lid 1 | 9530 801id-
£ fael  |Pne1” |“Fael |Puel |iet wASoME {Tuel ) Truel
iet et - - Chrust fuel th'U.St Jet
J€ J€ jet Jet levels| jet Yevals
Bngine DEINS OPET- | 4 3,3 5 — | oo | a=s | ¢s 5
° time, t nr!
0 |sec €
R
w | Engine thrusf
o Penl’ kg 1 16000 80000 6800 -_— 320 5600 5600 204000
i}
&
el
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TABLE 2.14

MAIN TECHNICAL AND TACTICAL-FLIGHT CHARACTER-

ISTICS OF SURFACE-TO-AIR MISSILES /110
/Conclusion/
Missile type 1M-opa | MIM- [ MIM. MIN- | Rim-22 [R1M-24A| Di-15€
: ] 1 dw] 90110 Solid- Salid—| Salid— 3p1id-
g [ e [ S TR < T | |
Engine | ¥ Jet J je Jjet je 3é
% | Engine oper.| 108 27 — 60 33 3 -
E ‘tlme,tenI,see
g | phetne, fhrust ox4so0 | 6000 | 850 ~ | mo | 8o | ss0 | 160000
o en]
Range of altituds s
Condi_| OF Setercepted ] 6—20 | 0,530 | 0,215 | 0,1—1,500,05—1,5| 0,6—18 | 0,3—12 | to 120
tions | targets, H,, ka
of -
gombat | Max, velocity of
use | intercepted m%ar— — | a00 | 1600 | 100 | 650 | 2200 | =00 | —
gets, Vt’ k
Thrust-to-weight'
ratioc of firs% 15,0 17,5 11,7 19 ar.5 4,1 8.0 —_
Main f,taff;é ft—wl B
misgile Tﬁ? tn weight
ratis ioFo reren 25,0 | 17| — | 20 LT | s | -
perfor- f,tage’ KwIir
_enTT/v oL -l __ ‘
mance | 1gt stage power—too /111
Lo weight ratio,X ol b 70 51,8 ] 86,5 24 47 o~
indica-| p / w
( ful GaI)III
tors
2nd stage power—to-
weight %atEO,K =% - 98 - - - 7% -
(P /G )I p—WII
full’ "all/“pgrr
Available|lOongi-1 - - - -
®| tudinal 2% 18 2
n
g-load | *ava
latersl
n — 7.5 12 10 - 5,5 10 -—
Yava H=15 xu{H =8 uu H=10 x| u=10 ux
Maximum range, 370 185 35 8.0 4.5 24 17 310
L , in km
max
Maximun velocity .
Y, in m/sec 740 | 1150 780 40 | 600 700 | 880 | 1480
i‘ nax
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n 4 _ _
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Gt— Ly -
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I
—_— n 2 (2. 26)
_ (Cs,—ACHS S PV "
2m, S P
mt
en
In formula (2.26), the first term is the determining term,
and 1ts highest value wlll occur as Mo My The second term is

always negative, therefore engine operating time ten must be re-

duced to attaln highest missile veloclty. Terms 1including the
factor VO affect Hmax only at hlgh missile launch velocitles,

while +the terms I1n braces affect Hhax at low alti-
tudes where the alr density is very high.

As we can see from Fig. 2.14, the velocities and altitudes
of mlssiles of subsequent generatlons will lncrease appreclably.
As to be expected, a gain in target velocltles and altitudes led
to an abrupt 1lncrease 1n the thrust-and-power-to-welght ratlos
of antiaireraft missiles. A still steeper i1ncrease in the coeffi-
clents K _ and K  1s observed for AMD missiles. Owing to the
increase 1n vmax and Hmax’ antilaircraft defense mlssiles can by

thelr tactical-flight data ensure the interception of long-range
ballistic missile warheads.
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2.8. Tactlecal-Flight Characterilstics of Ballistic Missiles and
Missile launch Vehicles

By thelr mlsslon, ballistilc missiles are divided into three
groups: short-range missiles and tactical and strateglc (long-
range balllstic missiles) /39, 78, 107, 111/. Under this clas-
siflcation, they differ appreciably in thelr technlcal and tac-
tlcal-flight characteristics. If the maximum range 13 taken as
the maln parameter by which we will differentiate ballistie
missiles into groups, Honest John with a maximum range of 20 km
and Little John with a range of 10 lm can be c¢lassifled as short- /122
range missiles. The Pershing (maximum range of 560 km) and the '
Sergeant (range of 160 km) missiles are classified as tactileal
missiles. The Atlas E (14,500 km), Titan II (16,000 km), and the
Minuteman (10,000 km) are classed as strategic missiles (cf Tables ;5
2.15 and 2.16 /15, 124, 125, 137, 155, 157, 160, 171, 185/. (223
Ballistic missile performance 18 characterlzed by the coeffl-
clents of thrust-and-power-to-weight ratlios, maxlmum g-loads of
stages, maximum range and veloclty, launch welght Gb’ and welght

factor of the warhead K' = Gwh/G0 (Fig. 2.22). We can see, the

average K' value is 0.3 for ungulded tactical missiles, and

0.18 for guided missiles. With improvements in the control
equipment of ballistic misslles, the warhead factor can climb to
0.25. Performance indicators of missile launch vehicles are
given in Figs. 2.22 and 2.23. By 1967, the weight yleld factors
of second and third stages of missiles will become egual to the
welght return factor of the filrst stage (0.9-0.92), indlcatlng
marked progress in control systems of missile launch vehlecles and
thelr structures. An Increase in the launch welght of milssile
Jaunch vehlcles and improvements in their structures led to a
rise in the payload carried by missiles 1nto earth orbits (Fig.
2.24). 1In 1968 the Saturn missile launch vehicle lifted a 103-
ton spacecraft into an earth orbit.

3
B>

g
AL Fig. 2.22. Performance
i 5 $ 5554 e ) indlcators of strategic
§w+§§' ;%ﬁ g ‘ and tactlecal ballistlc
|33 missiles:
§”3§“ =7 a -~ Launch weights
g foSuyr 2 HENTIA b -- Warhead welght fac-
§ . 7 py ¥ssM-25A tors K!

) vk . KEY: A -- Tons
CE%&E 1&3 g0 1955 mﬁ mgmmﬁ% B -- Tactlcal mis~

a D b D siles

C -- Strategic mis~
siles

D -- Years
E ~- Uneontrolled
F -- Controlled
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TABLE 2.15 MAIN TACTICAL AND FLIGHT-TACTICAL CHARAC-
TERISTICS OF BALLISTIC MISSILES
Missile type |SM-83A|SM-68B | SM-80 ’ a2z | MOM- | SSM- | M3l | omest
L Atles | Titan MinutedFolaridPersh- | Ser- |Honest|Little
Kawe of missile B 1 V 1P ing |geant | Jobn |John
Country U.S. U.s. U.s. U.5. U.s.}] 9.5, U.S8.| G.8.
General|Initial produc— | 1059 | 1063 | 1964 | 1962 | 1061 1962 | 1956 1961
data tion
Missile type Sgggte-st;a- Stra- | Naval [Tact- |Tact- Short—JLong—
tegic [tegle ical ical range’|range
Guidence system [ner- | Imer- Iner-I-Iner-‘ Iner--| Iner- | Norie | None
tial tial tial tial | tial 1 tial
o Diameter, D, m
tﬁg‘ggi 3,04 3,04 1.88 1,37 1,0 0,79 0.76 0.3
data
Length, d, m 25,0 31,0 16,4 9,6 105 11,0 8,3 4,4
Caunch weights | 11g000 | 150000 | 31000 | 14500 | 4540 | 4500 | 2200 | 36
1! £
Weight |Contrel system
data [|weight,G,_g,in kg| 160 140 124 100 45 57 - —_
gg;%gzd& gype gﬁ PuclearNucleaﬂNuc1earpucleaﬂNuﬂleafNuclearNuS%eaI Expl.
K ? Twh! 1360 460 725 750  [BXDL- 115
g 680
; L, —L1 uid- id— id- |Solid- [Solid- [polid- Solld-
st Engine type 1%u1d FeidPolig- Polid quél Buel™ [fuel | fusl
g Jet jet Jet jet jet jet jet
g |Englne oper.
g |period; sec. 120 150 60 54 33 30 - -
mgines € Egﬁiig thrustl 974600 297500 77000 | 36000 | 20400 | 22000 _ _
|
. lquid—bLiguld- Sglid- Solid-
2nd |Engine type f&el 1h %311 fuel | fuel 801%% —_ - —
5 jet Jjet jet jet’ iat
g Engine oper.
g period, in 300 180 60 770 20 —_ -_— —-
e | see
Engine thrust| o700 | 45400 | 29600 | 9000 - - - -
in kg
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TABIE 2.15

MAIN TACTICAL AND FLIGHT-TACTICAL CHARAC-
TERISTICS _OF BALLISTIC MISSILES
/Conclusion/

|

Missile type SM-85A | SM-68B | SM-80 | A-2 MOM. | SSM- [ Mma1 | M1
E — PoT1d-
n 3rd| Bngine type - —- fgg% - — - - -
S
% g Engine oper. — _— 60 _ _ — — —
n g time, in sec ? ]
g e | Bngine thrust] _ - 16000 —_ - - —_ —
in kg
15t stage thrusi-to- '
weight ratio, KP Wi | 127 148 2,5 2,6 — 4.9 -~ -
Main Penl/ GstI
iss415% stage power-to-
i8S welght ratio, Kp-wl = 245 - 238 - - - - -
ile |(Bopr/Goer)T |
per- | 2nd ﬁ%agetthrul%t—‘to— 47
fore gelg /Gra ioy K, 117 0.85 . — - - - -
enll/ YgtIT
rance 2nd lrsl%agetpm'\relx{'—*to—
i rd 4 el atio = - — - - - —_ —
indi| ?P & G jI p-wII™| 255
enll’ YetII/~17_7
ca- .
3rd stage thrugt-to-
tors | Welght fatio, X0 _ | _ | a4 i i e
enlII’ “s4I11
Br%igtage power-to-w?lrt 94 — - - - -
ra =
o ’)Kp-wIII Pentr - -
st III" "III-1
1s%
stage 7.5 - 8.5 - - - - =
Maximum Srd
g-load, —
n stage 12,0 15,0 —_ -— —_ -— ——
3rd
stage -_— — - — -— —_ -— —
Maximum range,
in km 14500 16000 ; 9300 2800 560 140 20 10
Maximum velocity} . 28 99 12 45 - 3,3 - 1.5
M
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TABIE 2.16 MAIN TECHNICAL AND TACTICAL-FLIGHT CHARAC- /118
TERISTICS OF U.S. MISSILE LAUNCH VEHICLES B
Type of missile launch b van-  |thor Thor éﬁ%ﬁ%x Saturn | Saturn
vehicle guard Able |Agena D 1B v
Centaur
Initial productioq 1957 1958 1962 1963 1966 1967
General
charac— |Number of stage 3 a 2 2 9 a3
teristicy , i i _
Control system Inertial|Inertial | Radio-~ Inertial {Inertial Inertial
inertial
Geometri{Maximum diameter,, 1,14 2,44 9,44 3,05 6.6 10,3
cal D, inm
dimen~ ;
sions |[Length, d, in w 21,9 27,2 7.1 36,2 68 107
Launch welght, 1 g o 51,6 56,9 13 582 2820
G1, in tous
Gy, 1in tons 8,1 49,4 49,3 129 454 2126
/119
GII’ in tons 1,95 1,95 7.0 i7.3 110 462
Weight .
data| Crrye in tons 0,23 10,31 0.5 2,79 15,7 17
G in tons '
IV 0,25 0,16 - - - 101
Payload igh
ayload welght 25 160 500 2790 15700 101000
in kg
R Liquid- JLiguid- |YLiquid- ig Liquid- Liqudid-
1st (Engine type fael uel %uel %u%& Jet % %uel
s jet jet jet ! launch 3¢ iet
b jgruel welghts! e 46,2 46,2 121 415 1996
a fuI
g {Operating
¢ |period, sec 145 163 165 120 135 135
Engine thrust; 12,925 68,0 76,5 140 820 3900
in tons
Engines g Tquid- | S0lid-  |Ligquid~ |Iiguig- [Laiquig— | L3 p
2nd§Engine type i uel fuel uer %ul 1%u1 l%it?
8 Jet Jet Jet Jet jet iet
L Tue; welght,l
2 Goypre tOnS 1,63 1.63 8,15 14,6 101 422
=1
e
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TABLE 2.16

MAIN TECHNICAL AND TACTICAL-FLIGHT CHARAC-

TERISTICS OF U.S. MISSILE LAUNCH VEHICLES £120
/Conclusion/
Thor Atlas
Missile launch-vehicle Van- Thiil Agena D SLV-3x [Saturn  Baturn V
guard € |°€ Centaur IB
Engine oper.
2nd! Deriod, sec | 118 8.5 240 420 470 390
s
t
® [Engine thrust! .45 8,0 7,95 13,6 9,8 54
Engines g in tons
d . Solid- Solid- :l.qu.lq-
3% Engine tyPe |fuel jet|pyel jet| = ~ —  [tuel jet
2 1 Fuel weight 0.13 0,15 - - — 104,3
g eI’ tons
€ Engine oper. 35 40 —_ — -— 480
time, sec
Engine thrust 112 112 - - - m's
in tons
K =
18t t-wl
1 1,31 1,35 1,08 1,41 1,87
i P ont’Gstr 1.2 ¢
“ k. . /o /121
g GI fur'"'1 I——
o 0,84 0,04 0,94 0,95 0,915 0,935
Kp—wI=
208 235 236 248 248 252
Main (6p,1/80) 711
missile
performancg 2nd Kt-—wII =
indicators| 4 p /G 1,77 4,10 1.03 0,79 0,825 0,983
¢ Penll "II
a K -
g | B II 0,84 0.8 0.87 845 0,92 0.913
o] /G * ) 4 L] 00 (] 091
e full” "II
Kp—wII=(GfuIIT.
I (G_—) 227 patef 252 354 383 386
. II-1 I1
f K =
31;‘1 p-w Pen]]"_f/ CTIII 5,2 3,9 —_ - — 0.79
t e -~
K =G /
2 | e m e/ Ol 6 0.48 - - - 0,894
5 Koowirr = (G, . 146 116 - - - 78
Vorg) Trrrq
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B Flg. 2.23. Launch welghts of missile

launch vehicles
-- Tons
-=- Vanguard
~= Thor Able
Thor Agena D
-- Atlas Centaur
-- Saturn V
-= Saturn IB
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FOOTNOTES

lForeign specialists have also ancther viewpoint about the deve-
lopment of fighter aircraft /1457 that denles the dominant factor
of high speed. In thelr opinion,_ one can scarcely anticipate a
rise in AAD /antiaircraft defense/ fighter speed above M = 3.0.

2The welght of the milsslle warhead depends on the accuracy of its
guldance and the type of targets struck.

3Work on developing the Nike-Zeus misslle with a radar complex for
interception was halted due to 4dts low effectiveness of action
wilth respect to the nose cones of ballistic milssiles. This fact
does not mean that there is little promise of developing AMD /antil-
missile defense/ weaponry. In the immediate future 40 billlion
doi%grs willl be spent on thls problem in the United Stages Zj37,
171/.
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/124
CHAPTER THREE
DEVICES OF FLIGHT CRAFT CONTROL SYSTEMS

The most important technlcal requirements imposed on flight
craft control systems and which determine thelr arrangement and
characteristics are operating reliability and the weight and over-
all dimensions of the systems. In particular, the determining
requirements for piloted (multiple use) ailrcraft complexes are as
follows: very high operating reliability and long service of
control system equipment (up to several thousand hours), where the
replacement of components and assemblies 1s allowed under scheduled
maintenance plans during operation of the systems. Monltoring
devices of the alrcraft complex must check a large number of system
parameters both before the aircraft takes off, as well as during
its operation. The requirements on weight and overall dimensions
of equipment are moderate.

Determining conditions for onboard equipment of antlalrecraft
missile and ballistlc mlssile complexes are as follows: operating
reliabllity, and low weight and overall dimensions. Naturally,
replacement of indlvildual installatlions during use is most unde-
sirable. The readlness of a control system must be checked only
a8 to the main parameters 1n the shortest possible time. The
total equipment operating time can be regulated in the hundreda of
hours.

Onboard computers, continuously moniltoring the maximum number
of parameters, are used to keep track of the operation of systems.

One of the typlcal features of the development of modern air- /125
craft and mlssile complexes 1s the considerable expansion 1in the =
makeup of electronic equipment. Fig. 3.1 shows the variation in
the number of electronlc elements of the equipment of American
bombers (curve 1) and ballistlc missiles (curve 2). While 1in 1943
the American B-29 bomber had 2000 electronic parts, the B-70A
bomber, built 25 years later, now has about 200,000 parts. The
first American balllstic missile had about 1000 parts, but ten
years later their number rose by 500 tilmes.

L)

Nyp A
“as, . , 7 Fig. 3.1. Variatlon 1ln the number of ele-
see! : . Wi ments 1In electronic equipment of American
20— bombers (1) and ballistic missiies (2)
) K ANy

8 20— Lo/, 5 B -~ Saturn

S % ya | ¢ -~ Minuteman

* 20, :.,,f{/3m~»~é D -- Atlas

. , :

17 29— -
[{ﬂ,/_.a.’ﬁnﬂ:r“ D i
159G 1950 1560 920 1980

Fodo
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The weight of the electronic equipment rose slgnificantly,
as a consequence. We willl assume that the welght of Just the
electronic equipment onboard alrcraft of early manufacture él9h0)
was 30 kg, while the weight of electronic equipment of a 19 4
aireraft, at the level of technology in 1940, will be 2.5 tons,
and 12.5 tons for a 1970 alrplane. It does not appear possible
to locate thils amount of equlpment on an airplane. Therefore,
recently much attention in alrcraft and misslle technology has
beef7%iven to developlng new microminiaturized elements (ef

2/).

[35

Microminiaturization of control system elements and the use
of microelectronic c¢lrcuitry afforded a marked reductlon 1n the
welght and size of devices and an increase In their operating
reliability. Milcrominlaturized elements used 1n control system
are manufactured either as hybrid (thin-film) ecircults, or as
integrated monollthic (solid)'circuits /7, 139/. Thin films
permit the relatively simple bullding of passive elements (resis-
tors and capacltors), but actlive elements (diodes and trilodes)
are quite complicated to build. Therefore active elements 1in
microelectronlc circults with thin films are 1ncorporated 1in the
form of individual mounted parts, which lowers the operating
reliability of such circuit. From this polnt of view, bullding
microelectronle circults with solid elements is more preferable,
though their dimensions and weight proved to be somewhat higher
than for thin-film elements (cf /T4/).

In U.S. alrcraft and misslle complexes, microelectronic de-
vices of radars, onboard and ground digital computers, navlgation
equlpment, and 80 on have galned wide appllcation.

For example, the AN/ARN-78 radio receiver of the Loran-C
navigation system, built in 1964, consists of 1000 lntegrated
siligon circults and provides a mean error-free running time of
4+10° hours. The Autonetics Company developed a digital computer
for the Minuteman ballistic milssile using 4000 integrated silicon
eircults. The onboard alrecraft system Phoenix, installed on the
F-111B, consists of 5000 integrated silicon circults. Complex
microelectronic circults providing 8500 hours of system operatlon
per fallure were used 1n the control system of the Saturn V mls-
sile /70, 74, 139/).

Let us consider the general trend of development of electron-
ic equipment for control systems of several complexes (based on
foreign data /151, 152/). Let us us% as the equipment's perfor-
mance indicators 1ts Volume Voq in m3, element density per deci-
meter3 == Yeg? welght -- G_.  in kg, and mean time between
fallures -- T;v in hours. Fig. 3.2 presents these 1ndicateors for

aircraft, missile, and space complexes of the United States as a
funetion of the year in which the equipment was first bullt /151,

152, 1567.
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From Flg. 3.2 a 1t 1is clear that the greatest progress in
reducing the size of electronic elements was nade in the digital
computer, where solid and thin-film integrated sircuits are used.
Improvements 1n the technology of manufacturing integrated solid
and thin-film elements with low power consumption for ground and
onboard digital computers led to a reduction in their volume dur-
ing the period from 1958 to 1968 by about 40 times. During the
same span the volume of electronic elements in systems of armament
and radars (with powerful amplifiers) was reduced only by a factor
of 7-8, and the volume of power supply blocks -- by a factor of
5. The reduction of element volume led to a reduction in element /127
weight (Fig. 3.2 b). The density of elementi rose (Fig. 3.2 ¢). ==
In a period of 10 years Yeq increased by 10% and by 1968 attained

an astounding figure of 107 elementﬁ/decimeter3 for onboard digil-
tal computer elements, and (3-8):10% elements/decimeter3 for

radio clrcult elements. If 1t is assumed that advances in elec-
tronle clrcuits will continue at the same rates, by 1975 the

density of microcircuits of di%ital computers wlll reach the £l§§
density of nerve cells (i.e., 4.1010 elements/decimeter3). The

change 1n the density of radio circuit elements will occur,

evidently, also quite strongly.

A B
Fig. 3.2. Main perfor-
LN : , B ! mance indicators of radio-
Y \\Qisé ‘ - } electronic equipment of
o Bt Oy R 2 g ! control systems of air-
~ : et 5 craft, missiles, and
N a spacecraft:
~ w: N — a , b -- Change in equip-
0 R T 7980 ment volume and
o a0 7950 W
50 rodsi T?an b fogdst welght:
A ;‘UIJ . 1 -- Alrcraft armament
. \A Systems
gy%y;“ﬁ 109 ~ o 2 -- Radars _
! 109 > 3 -- Digital computer
p-d 0% A 4 -- Navigation equipment
19 . i = 5 -- Power supply blocks
; ¢ -- Change in density
90 mer 1950 19 19707980 of elementa per
G Fodo 56 C Fode decimeter3:
1 -- Limit of vacuum tube
use

-- Limit of printed-assembly element use

-- Limit of microminiature element use

== Limit of integrated element use

Limit of thin-film element use

-- Denslty of nerve cells

-- Denslty of elements of onboard computer and radio command
links

-- Density of elements of the Apollo onboard digital computer

o O WY
1
1
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—- Density of elements of the Minuteman digital computer

—- Density of radar cilrcuit elements

- Density of Minuteman radio command 1link

-- Onboard digital computer density
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onboard computer subsystems contalnlng 1000 elements
radio circuits of Minuteman misslile with 1000 elements
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radio circuits of civil aireraft
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Use of integrated circults markedly increases the operating
reliability of digital computers and the electronic devices of
control systems (Fig. 3.2 d). 1In the 10 years from 1958 to 1968,
the mean operating time between two fallures for an onboard
computer with 10,000 elements rose by 50 times and was 107 hours.

Tav = 10% hours for electronic circuits of radio command links of

spacecraft, and Tav = 600 hours for radars. Electronic circults

of passenger aircraft_have even lower lndicators. In these
eraft Tav = 120 hoursl. The trend of decreasing welight and

increasing rellability also applies to other elements of control
systems: electromechanical and mechanical. For example, gyro-.
scople devices of missiles during this period have reduced their
welght per 1000 units of kinetic momentum by a factor of &
(Fig. 3.3). Here the operating reliability of gyroscopic devices
was lncreased by a factor of 20 (Fig. 3.3).

™~
p-.-l
£
i

3.1. @Ground and Onboard Radars of Alrcraft Complexes

Radar devices of airecraft complexes are subdivided into
ground and onboard types. Ground radars (RD) serve in search-
ing for, identifying, and transmitting the coordinates of air
obJects. Coordinates of objects are transmitted to the command
statlon of the AAD /antlaircraft defense/ and to the interceptor.
It 1s guided to the target by ground facilities, and its onboard
radar, after target lockon, provides alrcraft homing and missile
release.

Ground radars must provide for the search, identification,,
and transmission of the coordinates of an object with high
accuracy and wlth the presence of actlve and passive jamming.

In additlon, ground stations must be connected wilth each

other, forming a radar field of antlaireraft defense. The
necessity of performing these missions increases the makeup of
ground RD equlpment. Therefore, they consist of tens, and some-
times even hundreds, of thousands of electronic elements.
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Onboard radars of alrcraft fulfill the most varilous kinds of
funetlons. They Include search, identification, and tracking of
alr or ground objects, as well as the transmission of commands to
alr-to-air and air-to-surface milssiles. In launching missiles with
active radar homing heads, radars provide coverage of the targets.

Onboard radars measure the range to alr and ground obJects
and produce a radar lmage of the locatlon. When the onboard
radar tracks a moving obJect against an earth background, the
aet rrovides for its selection and automatlc Indlcation. When
passive Jjamming is encountered, onboard stations must preclude
the reflection of signalis from foil dipole reflectors and local /130
objects by means of special data processing. Radars must also —
operate normally in the presence of actlve Jamming and radar
traps. All thls means that onboard aircraft radars also are quite
complicated radio facllities, consisting of several tens of
thousands of electronic elements. It stands to reason that high
operating reliability 1s required both for ground and onboard
radars.

Ground radars

Ground radars of aircraft complexes include the followlng
stages /29/: long-range detection and identification of objects
and command guldance; low-altltude for fi1lling in the gaps
in "dead zones." All these radlo facilitiles are united by means
of a digltal computer into the AAD unit /60/

The computer estimates the importance of targets and their
distribution, performs the necessary data processing, and gener-
ates the command for gulding interceptors to the selected target.
If the air situation changes, the computer redistributes the
targets and corrects the Interceptor guidance commands.

Ground radars are characterized by the followlng main para-
meters: maximum range of target detectlon Rdet and capture Rcap;
angular scannlng zones (with respect to target azimuth ¢sc hor
and with respect to target elevation angle ¢, h[fhe subscript

hor and h stand for horizon and height, respectively/); tracking
angles { $tr hop N4 .. h); carryling capacity; resolving

powers with respect to range ARmin and angles of azimuth
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Q¢hor min and elevation zk¢h mins Scan time Tsc; periodicity of
control command transmission Tco; antijamming capability and
operating rellability; and by the accuracy of determination of
the coordinates of the target and of the aircraft itself.

The range of a radar in the modes of object detection or
lock-on is determined by means of the fundamental redar equation:

&
Rea Bra GatSer e (3.2)
- (4n)Premn
where PPad is the radlation power in kw; 731

Eegerm———

G, i85 the antenna directivity factor;
Seff is the effective reflecting area of the target in mE;

7 1ls the parameter allowing for losses in radlo cnannelg,
quality of signal reproduction on the Lndicator, and
80 ong

A is the wavelength;

Pre mﬁ1i$ the recelver sensitivity; and

o 1is the normallzed range, 2llowing for the stochastic
nature of target detection or capture,

Calculation of the values of the varliables appearing in equa-
tion (3.1) is carried out as follows.

When determining the coverage of pulse radars, we have

P =P

rad pu max’

where Ppu max is the maximum pulse power,

In continuous-wave radars, a relatlionshlp relating the mean
power with the pulse power must be used, i.e..

Pav:ﬁmm““frp (3.2)

where Pav is the mean power 1n kw;
To is pulse duration; and
fPD is the pulse repetition frequency in pulses_/secs

The antenna directlvity factor depends on antenna design
and the wavelength:

._ AnSaort

@an 22 (3-3)
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where Seff 1s the effective antenna area.

The effective area of antennas which are pPlanar radiating
surfaces with apertures 1s determlned by the relationship

Serr= K:S; (3.4)

where Sg 1s the geometrical area of the antenna, and
K; is the antenna use factor (Ki 1s usually taken as 0.6-0.7).

For antennas with a parabolic reflector, we have /133

=1D?
an =(06—0,7) az (3.5)

where D 1s the antenna diameter.

The effectlve reflecting surface 1s some standard value, dif-
ferent quite wldely from the true surface of the ground or alr
target. Commonly, values of the effective reflecting surface are
determined experimentally (by modeling with mockups or full-scale
testing). Experimental averaged values of effective reflecting
surfaces of targets of different types are given in Table 3.1.

As we see from this table, the wavelength in this range does
not appreclably affect the mean effective reflecting surface of
the targets.

The sensitivity of a recelver is determined by the formula

P
=k BT
PI‘E““%CFT%OAF‘ (3.6)
where k is the receiver noise coefficient2 (noise

_23 19 factor);
k=1.37-10 "“Ww-sec 1s Boltzmann's constant;
T is the absolute temperature of the equl-
valent reslstance at the receiver input
(often T 1s taken as 290° in calcula-
P_, tions);
T 13 the ratio of useful signal power to
no nelse intensity; and
AF 1s the frequency passband of the ampli-~
fler of the receiver intermediate fre-
quency.
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TABLE 3.1 EFFECTIVE MEAN REFLECTING SURFACES OF TARGETS /132
OF DIFFERENT TYPES* —_=
s

2
ff, M
Types of targets °

h=1—6 cM A=10—16 cujA=16—40 cx

£00-600 kg air-to-

. 0.5—1.5 0,4—1,2 0,3—1.0
surface missiles

8-16 ton fighter-

interceptors 515 4—12 3—10

40-60 ton tactical

bombers 4070 : 245

Strategic bombers
weighing up to 200 | 100—I150 70—120 | 60100
tons

1000-3000 ton-water
displacement sur-
face vessels

2000—8000 | 1800—7000 | 1500—6000

10,000-20,000 ton-
water displacement
submarines

20000—40000] 18000—30000] | 5000—25000

Submarines sur- I

faced 30150 20—110 18—100

* The_data 1n column 2 are given on the basis of the mate-
rials in /38/, and column 3 and L were obtained by recalculating
column 2 with allowance for change 1in the wavelength most often
used 1n foreign radars.

The range of a radar 1s also affected by the wavelength of /134
the transmitter. At wavelength below 40 cm, attenuation of radio
waves in the lower atmospheric lavers due to rain and fog is in-
creased. Fig. 3.4 a shows the dependence of radio wave attenua-
tlon in the atmosphere as a functlon of the effect of water vapor
and oxygen molecules,and Fig. 3.4 b presents the function of the
attenuation of transmitted radio waves in rain (curves 1 and 2)
and fog (curves 3 and 4). The range of a radar in the modes of
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detectlon, lock-on, or tracklng of an obJeet when there 1s fluctua-
tion in the signal, recelver noise, atmospheric effects, and so on
1s random in nature. Therefore 1n the calculated determination of
radar range, lntegral functions of the distribution of the proba-
bllity of detectlon, lock-on, or tracking must be used. To do
this, let us introduce into formul (3.1 the coefflclent of
normalized range o, calculated by the probability of a false

alarm (i.e., the probabllity of the appearance of a noilse signal

at a given level) F = 10-F:

1
Von

o nf
Piz g\ = (e-—z dn
¥

(3.7)

~
[
L8]
N

where

y=z—0,707 (—I——}- o );
a?.

wio et d® L Proms
agno ‘L}EO

Here Ugy and uno
tively; 0n0

are the lntensity of the signal and noise, respec-
is nolse dispersion; and Pre min is the threshold power
of the receiver's Iinput signal (in detection,lock_on, or tracking).
The functions P(z,2 )} or P(F, e ) can be calculated by formula

(3.7). Ten P %%%ues from 1 to 10 are normalized at this false
alarm level .
0y 3 Fig. 3.4. Radio wave atten-
| 1 :
. il 4y g v uatlon in the atmosphere:
£ o p/ S a -~ As a function of the
s, i I effect of water vapor
' a \ %qgiﬁlh\i‘ff“ (curve 1) and oxygen
& Ad 4 PO molecules (curve 2)
I SYESSsS== b -- As a function of the
W T gw IR AN effect of rain and
A Qo I"r “ B S 4o INANRNNR fog:
9T 2 TRPF RN S W W P 1 -- Moderate rain, 4 mm/hr
) P ¥
a) Aer b) o 2 -- Drizzle, 0.25 mm/hr
a -- Fog, %Oo-m visibllity
-~ Fog 00-m visibility
KEY: A ~- Attenuation in db/km ’

B -- Attenuation in db/km (toward

one side)
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Flg. 3.5. Normalized-range dependence of the probability
of actual target detection by radar

a -- Based on single slignal agailnst a background of uncorre-
lated interference

b - d -- Baged on slgnal burst

b -- At F = 10-2

¢ -- At F = 1o—§

d -- At F = 10™

In Flg. 3.5 a, the probabllities of actual detectlon are plot-
ted as functions of normalized range (for the detection of a 3ingle
. signal against the background of uncorrelated interference), and
Fig. 3.5 b, ¢, d gives these functions for detectlon based on a
signal burst (here L 1s the number of pulses in the burst) /U7/. /136
By using these graphs, we can construct the characterlstics of the 3
varliation in probablliitles of detectlon 1 (Fig. 3.6) and lock-on 2
of a bomber with Seff = 100 m“ by a ground radar as a function of

range.

The followlng formula can be used to determine errors in the
measurement of radar range:

1

AR = = (1+V

SRy
45Ky :

H ) (3.8)

8

where ¢ = 3-10° m/sec;
v 1s the diameter of the luminous spot on the sereen;
S, 1ls the steepness of the edge of the pulse at the recelver

output (S, =u_,/t..; here u,, 1s the amplitude of the

pulse at the receiver output);
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Kt vy 18 the tube sensitivity as to vertical deflectlion; and
Vsp 1s the speed-of the spots along the scanning trace.

Fig. 3.6. Probabilitiles of detecting and lock-
ing onto a bomber with Seff = 100 m~= by

a ground radar

The range resclving power AR 4o (or

the minimum distance between two targets wilth
Identlcal angular coordilnates at which sepa-
rate measurement of range to each of them

is provided) is

c 08—12 DSCB
—_— — ———— e R'
ARoa = -+ )+Alsc (3.9)
where r 1s the duration of the probing pulse; /137
D 1s the dlameter of the indicator screen; _

ser
1Sc 1s the geometrical length of the Scanning trace; and

A is the resolving power of the secreen tube.
We have
A =——-tf"§
R==5- (3.10)

for the scan trace, where tf £ 1s the duration of the forward
trace of the beam. '
The accuracy of angular coordinate determination and the

resolving power as to angular coordinates can be found by the
formulas: for a type-P display

)]
Apmar = %p-[— 57,5 R:u l;
R 1 R (3.11)
A = max
Pmin yaﬂ-HE A R

where 7ap 1s the aperture angle of the antenna radiation pattern, and
R 1s the instantaneous range; and for a type-B display
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2 QALY
D =e (3.12)
A0mn =gt A%

where ¢ is the sector of the spatial scan.

The spatial scan period TSC or the scanning perlod 1is deter-
mined by the speed of the target Vt’ the diameter of the luminous
spot on the display v , and 1ts speed Vsp:

v
Tee <7y, (3.13)

If this condition is not met (i.e., 1f the scan perlod 1s large),
discontinuous displacement of the object blip 1s observed downward
the display, which is altogether unacceptable. When this happens

the accuracy of the determinatlon of object coordinates 1s reduced,/ 38
and sometime the operator altogether loses 1its bllp. The scan- {138
ning rate can be found by the formula

€1

O =—F—\ (3.14)

SC
The range of a radar with active response, for a pulse power
of the reply signal Pre’ can be determined by the formula
2 2

PG5S A
J rep B BB
R =Q N ) (3.15)

re min
where GB 18 the directivity factor of the interrogator antenna in

a heading toward the transponder; and
Seb is the effective antenna area of the interrogator almed
at the transponder. :



Flg. 3.7. Mailn character-

istlcs of ground radar sta-
tions of airplane complexes:
a -- Target range, detec-
tion, and lock-on, re-
duced to a basis of
: 7960 1950 1960 1970 1980 Sepr =20 M
J’ggg rygas ,f'?y% m’;ﬂ, o c) fods « b -- Radar antenna area
001 4; - ¢ -- Pulse power
AN/F KEY: A& -- Kyops Roop
250 e B -- milliiwatts
AN/TPS-27 C -~ Years
ANFPS-7
AN/FP5=23 .
Koo ng é.??ﬂj_aﬁb{rgsﬁ As we can see from

formula (3.15), the para-
meters of a radar operating
in the mode of active reply are determined in the same way as for
a radar with passive reply (formula 3.1), with the exception of
the radical index.

The mailn characteristics of ground radars of aircraft com- /139
plexes are given in Table 3.2 /151, 152, 170, 171/. These data
were used to plot in Fig. 3.7 a the curve of Rdet and the curve
of Rcap as a function of the year the radar was first bullt, and
in Flg. 3.7 b -- ground radar antenna area also as a function of
the year of manufacture. As we can see from Fig. 3.7, the in-
crease 1n the range of the ground statlons is determined first of
all by an inerease 1n the antenna areas and in the pulse intensity,
and secondly by greater recelver sensitivity.

Onboard radars

The development of onboard radars in forelgn multimission
alrplanes proceeded in two different directions. The first con-
slsted of the use of individual radars connected into a radio
complex on alrcraft intended for military actions against air or
ground targets. The second involved the use of one combinatilon-
type radar for actions against alr and ground targets and also
for tracking of terrain relief.

The AN/APQ-15 and R-14 installed in the nose section of the
F-105D can be classiflied as radars of the first type, and the
RARF radar, with one antenna in the form of a three-dimensional
array generating a flat wave by control from the onboard computer
executed by phase shifters can be placed in the second type.
Thls scheme permits the detection of ground and air targets and
the coverage of targets for the simultaneous launch of ailr-to-
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air and alr-to-surface missiles. Tracklng of terraln rellef 1in
the horizontal and vertical planes is provided with the aid of
thls same antenna.

The AN/APQ-113 and AN/APQ-110 radars of the F-111A aircraft
occupy an intermediate ranking. The AN/APQ-113 radar has two
antenna systems: one for search, tracklng, and coverage o©of alr
targets, and the other for measuring the ranges to target and
forming a radar image of the terrain. The AN/APQ-110 radar pro-
vides tracking of terrain rellef in the vertlcal and horizontal
planes to ensure safe fllight across mountains.

Radars measuring range (radar rangefinders) use cannon-gun /141
devices in the control systems as means for determining the range ——=
to the alr target.

TABRLE 3.2 MAIN CHARACTERISTICS OF GROUND RADARS OF /
U.S. AIRCRAFT COMPLEXES AL
= Q)
Type and name of |, ., g , =l L8 g o | g, - 5 Coverage
set © — fu] QP T~ P o g - (==

@ d - Agdo|loocg|ng g |da 0 b M D
=3 | < 585|258 25188 || h | e
SRR B [a3d |50 S & km ko
AN/PPS-23 1952 10 2 300--500| 1,5—3 | 4,5x4,5 24 300 200
AN/FPS.7 1956 23 5—10 250 6 126 40 GOp 400
AN/FPS-24 1950 135 5 333,3 &£16 &£ 18 3615 70 700 500

1000
AN/FPS-35 1962 70 5 333 24 A6x11,4 70 650 450
AN/TRS-27 1863 23 15 150 | 2—-4 160 40 300 200
] o 3000

AN/FPS-88 1664 23 25 300—400 2 —_ a0 450 350
AMES-85 1966 -7 4%5 270 5 19x%7 30 800 600

The maln characteristilcs of onboard radars are as follows:

maximum range of target detectlon Rdet and lock-on Rcap; gones of

scanning angles (with respect to azimuth ¢ and with respect

gc¢ hor
to elevation angle ¢_, h)’ and tracking angles (¢tr hop 204 ¢, h);
resolving posers wlth respect to range ARmin’ angles of azimuth
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A¢hor min and elevation A¢h min’ Scan time Tsc; antljamming

capability; operating reliabllity; accuracy of determining the
coordinates of target or alr-to-alr or alr-to-surface mlssiles;
operating range of signals with respect to bearing and angular
veloclty of sighting line (in the horizontal éhor and vertical

¢h planes); radar bllndlng range Ro; and overall dimensions.

Technical characteristics of onboard radars are determined from

the same formulas as applied in the case of ground radars, i.e.,

(3.1) - (3.15). Corresponding data for onboard radars based on

forelgn press materials /I37, 138, 151, 152/ are given 1in /14n
Table 3.3. @Graphs in Fig. 3.8 a - d were constructed on the basis
of the table. From the graphs 1t is clear that the welght of
radars has decreased markedly 1n the past ten years, whille the
range and operating reliabllity of radars have risen appreclably.
Thls 1s accounted for by the increase in the power of transmitters,
higher recelver sensltivity, reduced weight and overall dimensions
of the electronic elements of radars, and also the use of more
reliable elements.

Roam®aa; Tem v ;
A pgmTaaxs 1 20002 Fig. 3.8. Main character-
e 1 /Q‘ : nw{ isties of onboard radars
M2 4 ,/ of alrcraft complexes:
ANAPTS3 A fpoexm g -~ Detection {1)and lock~
1 AN/APa—’H-? gy 1500 D on (2) ranges
T3 7.7 b -- Weight of radar sets:
S6lmsagg 7,7 ! 1 -- Heavy
;{M 795 7 7 2 -- Light
EE?L 0%)A§aadfw ¢ -- Mean error~free operat-
56 AMAET 15 ing time
400 . AN/APn-30 d - -- Dependence of Rdet
50 Aﬂﬁfag : N and R on antenna
om0| Bupre Y, 7 RANASE-18 - cap
roglANAPEITE . d i diameter
, s~ |~ _EESS T  KEY: A - Ry,
Wi 3360 br)mra I (ERT Fe ¥ B -- Rcap
C -- Tav’ hours
D -- Project
E -- Years
F -- Gragr ¥&
G -- Cyrano 2
H -- Ryeg
I-- Rcap
J == Dan
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MAIN

CHARACTERISTICS OF ONBOARD RADARS

TABLE 3.3
(ORAD) OF AIRCRAFT
] |
Name of [ g o o Zone of c w0
+ .O [= T~ actlon Overage ™
onboard | fdgl glde|s g o= 1% Lo wlE 1= |-
radar g G| b onmed @ "~ ) o - g ald oS X o
g | © g+ L R A Q -~ O L QO [T ] + @ bel «~
Q O Adl Hed © < |Tew|lugd y | @2-A £ N = T I T I ~ | W
L&} - § I dEl{do © |d ¥ o B ale of + | g
il Ik mglgdd [R2 |27 Heldw|s |8 |8
= 5o g [A = 5’_
ANJAPQ-40 U.s| 1956 |P-86D  |3,2— | 200|105 or|415 OTy 06 70| +35| 85 3 28 270
1 F-94 3,4 2,35 910 —15
AN'ASG-14 U.5.| 1058 |F-104A,8| 3,2 | 140 {1 or 0,5 1000 0,61 | +45 +gg 38 | 18 | 120
AN/ADPQ-45 U.s.| 1960 P-106 |3,2—| 250{25 or|416 or| 0,58 | 70| 4501 55 | 30 | 110
-S. 3,4 0,25 4000 —30
Nassarr F-21A U.s.l F-104G | 3,2| 2201 1,4 or | 640 or [ 0,585x | £45 | +30| 38 | 18 | 130
0,7 1280 | x0,445 —25
Light-
A-1MK-23B
K UK ning 30| 175 1 1000 450 :c-_m 50 | 30 | 150
g Mi-
Cyrano 2 a 1960 [ rage 3,0 230|175 or| 640 or | 0,58% | £60 | £15| 40 | 25 [ 200
C
e
AN/APQ-100 0.5 1964 | P-4Q | 1,7—] 1000 1,0 | +£65;+50( 90 | 50
9 5,7 —30
AN/APQ-113 5. 5| 1965 | P-111 157}- 1000 0,75 140 | 115 | 160
ANJAPQ-55 U.5. 1967 P11l | 55) 5 120 1,08 | £50 190
AV.
1
AN/ASG-18 U.s.llo68 | YFa2A | 3,21 2 1 200 1,0 45 223
av. |
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Onboard devices for protection and countermeasures against
radar, ground, and aircraft facilities

All devices for the protection and countermeasures to radar,
ground, and onboard facllitles of alrcraft and missiles are
commonly subdivided 1lnto individualized -- for the protection of
the airplane_itself, and group -- for the protection of several
aircraft /20/.

At the present time individualized means of protection and
radio countermeasuresare used on all combat aircraft /I17/. The
F-105, F-110 (F-4), B-52, and others can be classified as planes
of thils type. Group means of protection and radio countermeasures
arg installed on special alrcraft, for example, the RC-47 or the
E-DA.

Onboard protectlon equipment of ailreraft does the following:
detectlon and 1dentification of ground or onboard enemy radars;
thelr exact bearing in a 360° Scan; and the transmlssion of com-
mands for swiltching on actlve or passive means of countermeasures.

The pilot, recelving Information from the protection equlip-
ment to the effect that an enemy radar is continuously radiating
him, begins to perform various maneuvers trying to bring the air-
craft out of the 1rradiation zone. If he does not succeed in this,
then he switches on the radio countermeasures to Jam the enemy's
radar,

Table 3.4 gives some data on onboard aircraft individuail
protection facilities. They are light in welght and relatively
small 1n size.

Indivldualized alrcraft countermeasure devices produce radio
Jamming Interfering with the enemy's radar (active interference)
or camouflage the alrcraft itself by ejecting dipole reflectors
(passive jamming). Table 3.5 gives some data on active and
passive means of radlo countermeasures.

Actlive iInterference is either camouflaglng noise Jamming, or
else reply jamming (1ln the fregquency of the enemy's radar), or
else jamming modulated with respect to a low frequency and acting
on the radar scanning devices, and so on.

Passlve Jamming in the form of dipole reflectors can be
eJected in separate portions with pneumatic devices, fired from
cannons, or ejerted in canlsters from specialized missiles (set-
ting up jamming).

Equipment of speeclalized Jamming-producing aircraft or air-
craft affording protection of groups of planes against enemy radar
is designed (ef /117/) to detect the locations of radars, study
the frequencles they beam, produce different kinds of active angd
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TABIE 3.4

ONBOARD AIRCRAFT FACILITIES

_ |Aircraft |Workin i
Set Coun of instal-| ¢ € [Welght
try lation req. of set,
range, k
MHzZ g
AN/ALR-3I U.s F-105
AN/APS-105 U.s B-52  [10900—36000 38,5
AN/APS-107 U.5 F-105, F-110
{F-1)
ANfAPS-109 J.s F-111
AN/APP-25 U.S. | P.100, P-105, | 300—1550
RF-4C, F-110,
(F-4C)

/145

passive Jjamming, suppress the enemy's radar facilitles, and so on.

Digital computers are used to study types of interference and to

/£147

develop the most effective means of countermeasures. The welght of

the equilpment of the radio countermeasure faclilitlies of speclal-
ized aircraft is as high as 1000-2000 kg /I17/.

3.2.

Ground Radar Stations of Antlaircraft Defense Missile Com-

plexes

Radar stations of antilalrcraft defense mlsslle complexes are
in search, ldentification, and tracking of a target or
ting guidance command, and also in target coverage.
%t be performed by one type of station.
Therefore missile complex radars consist of stations of several

used /60/

alming,

types.

For example, the radar complex for Terrier misslle guldance
ineludes the following: the AN/SPW-2 detectlon radar and the
rget coverage radar.
lex of the Hawk mlssile consists of three seta: the
1se set used for the interception of hilgh-flying
-34 continuous-wave set -- for Interception
ts, and the AN/MPQ-33 target coverage set.

AN/SPG-49 ta
control comp
AN/MPQ-35 pu
targets, the AN/MPQ
of low-flying targe

transmit
Also these functlions c¢canno

The

radar

navigation

Ground radars of each mlssile complex are connected with each

other and form missile zones or belts of antlalreraflt defenge,

To increase their effectlveness, radars are preferably made 1n the
Here one command guidance set provides

multichannel version /58/.

simultaneous control Fllght of several missiles launched at a

slingle target.
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TABLE 3.5 ACTIVE AND PASSIVE MEANS OF RADIOMEASURES

/146
¢ 1 air- | w
Kind of | Name of o Work e
int set u craft | ing| ¥ Functior
inter- ! n of in—freq‘ 1
ference (faClllty) ; stallad r ﬁ
¥ tion & t,
€ (kg 1V
B2 € g de—Produc-
; AN/ALQ-59 -52, pecgll .
Active Q U.s. P-103 i me_1§g noise
u Jjanming
mtezz
e .
Active| AN/QRS-32! |U.S.| FP-105 [3900— Producing
6200 Jamming of
1960-= different
| types
i Jamming
Active| AN/ALQ-T8 |U.S. Pézc. '01223 using on-
* board com-
puter
Active| AN/ALQ-80 |U.s.| F-111A
8 -
AN/ALE-16 B-58 Seatter
Passive U. 3. iing dipole
reflectors
Passivei ANJALE-28 [U.S,| F-lll
Passive | ANfALE-25 [J.s.| B-52 Producing
jamming
by launch-
ing ATK-BA
missile

The main characterlatics of ground radars of antilaircraft
defense of misslle complexes are glven 1n Table 3.6. The range
of detectlon, lock-on, and tracking was determined by formulas /150
.1) - (3. j and (3.15), or from the data given in the works
7, 29, 101/. Functlons of the lock-on range of antiaircraft
complex radars are gliven in Fig. 3.9. From the comparison of
these characteristics it is clear that the modernized radars have
a much greater detection range. Thils evidently 1s related to the
increase in the sensitivityand the reduction of losses in the
radar channels. Table 3.6 also glves the coverage zones, the
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Fig. 3.9. Detectlion range of missile
complex radars

uat D . -
“e’lu‘ﬂff Qmay%uzﬂ' mY. A Rdet
o 8 iyt B -- High-altitude targets
mmmwp” C -~ Nike-Hercules detection
(T radar
wg  w MK D -- Detection radar (modernized
e YT Nike-Hercules)
bl P g Tan G E -~ Hawk detection radar
ﬁmlmw (odepiitaupidam- F -- Iow-altitude targets
- Shagyconmoges " G -- Detection radar (modernized
1957 6T 7570 Fodet 1] Hawk)
H -- Years

pulse repetitlon frequency, and the pulse duration for missile com-
plex radars. These characteristics are also c¢lose to the corres-
ponding data for alrcraft complex radars.

3.3. Radar and Infrared Homing Heads of Surface-to-Alr, Alr-to-
Alr, and Air-to-Surface Misslles

Homing heads of surface-to-alr, air-to-air, and alr-to-surface
missiles are commonly subdivided into active, semlactlve, and
passive, by the principle of appllication. They can also be clas-
sified by the type of energy sensed, l.e., radar, infrared, optical,
acoustical, and so on. It must be noted at once that the filrst
two types of homing heads, whose main characteristics we willl
consider below /8, 61, 627, have gained the greatest acceptance
in gulided misslles,

Active homing heads at present are made in the radar version
and are used for guldance of missiles to air or ground radar-con-
trastive targets. Semlactive homlng heads are also made 1n the
radar version and are used for guldance to air targets. Passlve
homing heads are bullt elther in the radar (for guidance to operat-
ing radars) or inthe infrared version for guidance to air targets
or surface vessels, Lately passive optlcal and television and
z?gg;nation(radar—infrared) homing heads have begun to be used

56/ .

Homing heads of missliles are characterized by the followilng
main taetical-technical parameters: maximum range Rr’ minlmum range
(plinding range) R, .; bearing angles (with respect to azimuth
¢hor and elevation angle ¢h); seatter time of coordinator for
target azimuth or elevation angle T and T H

¢horm ¢hm
range of control signals taken off from the homlng head, which

/151
the working
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TABLE 3.6

MAIN CHARACTERISTICS OF MISSILE COMPLEX

RADARS
= T
. = I o |Coverage | Range
Function off Name of E q4_§ e | o |85 zonesg .
‘*gi.’é =] o + = Q Q'HU n -
o & © 4 |TEof{ g &l = 2
QW set zet = B ~ Ity 28 I I E R
HwHd o ﬁ e n & Q- jai o - o b
=38 IEE N AR
=80 S| e ~ 151 |5a [Exlaal @
e &b ® o
Talos | Target AN/SPW-2  |1956)  Pulse | 5.0-5,5 3|450,) 0.3-0,9 350 85 | 18| —
detection 90
Talos
Target
AN/SPQ-49 |1956] Fulse 150 55 —j0,3-0,9 360 8 | — | 70
coverage
High-alti-
tude tar-
get detec—| ANMPQ-35 l1961) Pulse 2924 lo,65) 800 3601 88 | 105 —
tion
Pons i | anmpoaa frosr] Comtinu—t g fod L | gl g | 55\ -
buS—wave w
get detec-
tion
Hawk
o . Continu-
arge AN/MPQ-33 [1961 ous—wave 3 iOO - —_ 360 | 88 - 65
coverage
Target AN/MSW-1 1957 Pulse |8,5—1,0 1500 1,3 | aco| ss |280 | —
detection
Nike- Target
Hercules |tracking AN/MPA-4A |1957f Pulse 3,1-3,5(0,25] 500( 0,25 360 88 - | 220
Missile
tracking AN/MPA-4B (1957] Pulse 3,1--3,5/0,12] 500 0,25 360 | 88 ~ | 185

121

/149



provides for a given accuracy of sensing the angular velocity of
the sighting line (in the horizontal ¢, . and vertical o planes)

and the sighting angles ¢hor and ¢h); resolving power as to range

and bearing angles; anti-Jamming capability; operating reliabi-
lity; mass; and overall dimensions.

Radar homing heads provide guldance of gulded missiles to air
targets in the frontal and rear hemispheres; the probability of lock-
ing onto an alrplane-target or an alr-to-surface missile in
the frontal and rear hemispheres being about the same at the
maximum ranges. Attacks by gulded missiles agalnst ground radio
radar-contrastlve targetsare possible here at considerable range
at night and day with good and poor vigilbility. All this leads
to the radar homing heads galning wide acceptance 1n surface-to-
air, air-to-alr, and alr-to-surface type missilles.

Range 1s found by means of the functions (3.1) - (3.7) in
active radar homing heads (RHH). The blinding range can be calcu-
lated By the formula

Rb.f——-—@*ﬂ. (3.16}

2

where Ksh is the pulse shape factor;

¢ is the speed of light (3-108 m/sec); and
T is the pulse duration.

Let us take Ksh = 1.1 and determine the blinding range of

active RHH for different pulse durations. When 7= 2 microseconds,

we have R, . = 330 m, and when 7= 1 microsecond, the blinding

range drops to Ry p = 165 m. Therefore in actilve radar heads it

is best to reduce the pulse duration, l.e., to use radar operating

at short wavelength. To determine the range of a semlactive RHH,

let us examine Fig. ?.10j Using the symbols glven in this figure,
3.1

we rewrlte equatilion in the form
F 3 .
Rom o V- PraadiatSeer e, (317} 150
(4n)°Re mm
where eD?

G, = (06— 0.7) =32

Here Da i1s the diameter of the antenna of the alrcraft radar pro-

viding coverage of the RHH. TFor a semlactlve system, the range
is determlned by the formula
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4

P fulaS, pphn '
Ry=a )/ mﬁ;ﬁwj}f 3 (3.18)

where Gm 1s the directivity factor of the homing head antenna

3
ﬂsz ]
[6,=(05—07) 2=
D, 1s the diameter of the antenna of the missile homing head;
and
7 1s the efficiency of the RHH radome.

m
The range of the coverage set /cf formula (3.17)7 and the semi-

active homing head (cf formula (3.18)) can be related by the for-
mula /153

—_ 2 Prad _%GQ}SQ ff? V-r—-r',fa
RRiy=e 1/ (4= 2 -

re min

(3.19)

From (3.19) it 1s clear that the part of the ranges of the radar
set and the RHH wilthin the limits of the coverage range of the
radar set 18 a constant. In addition, from (3.19) it is clear
that semiactlve homing heads are always energetlcally more advan-
tageous than actlve RHH.

To compare the range of the two types of active and semlactive
homing heads, we wlll assume that the active RHH is on a milssile.
Then

4
o1/ Prad.n oOneSereatnn.q

d=p L
a

re _min

. (3.20)

b
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Agsumling that Pre min = Preamin’ we get
_]éa (3.21)
RII a dm'aGu-lama
Wnen Gm = Gm.a and Tm = "m.a’ we have
(3.22)
g %rad aGa
Rm. radmaGm
or
o=l
radn.a D (3.23)

Using formula (3.23) it 1s not difficult to calculate what
range advantage 1s provided by the semiactive head compared wilth
the active head. The corresponding advantages are given 1n
Table 3.7. From the data in this table it 1s clear that rela-
tively small increase 1in the power of the coverage radar leads
to an increase in the range of semlactive RHH compared to an
active head by a factor of 2.414 for different ratlos of dlame-
ters of radar antennas and homing head antennas.

Fig. 3.10. Scheme of semiactive
homlng
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-- Target

-~ G

-=- Missile
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KEY:

o
|
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a
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TABLE 3.7 RANGE OF SEMIACTIVE RHH /154
R/,
D D
w' |’ [ Fadia f Prag 210[ Pmﬂﬂ=4ofmd-a=wo
| Prad.m.a rad.m.a rad.m.a Prad.m.a

250 750 2,4 3,1 4,4 5,5

250 1600 2,8 3,6 5.0 6,3

250 1500 3,4 4,4 6,2 7.8

250 2000 4,0 5,0 7,1 9,0

The range of passive radar homlng heads 1s determined from

formula (3.15).

Obviously, the range of their coverage for identi-

cal values of the remaining parameters (radiation power and trans-
ponder power, sensitivity Gre min’ directivity factors, effective

surfaces of reflection, and efficlency of radome) 1s greater than

the range of active RHH,

small 1n slze and weight.

A
R xme G nar

75

/{ /

15

5

v

208

77 T mm

Therefore passive radar homing heads are

Fig. 3.11. Maximum ranges (solid lines)
and welghts (dashed 1lines) of active
(1), semiactive (2), and passive (3)
homing heads as a function of antenns
diameter (for a lock-on probability

P =0.5)

KEY: A -- R, km, G, kg [Forcey

Flgure 3.11 glves the maximum
ranges of active, semiactive, and pas-
gslve homing heads as a function of

coordinator antenna diameter. Here /155
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glso are plotted calculated values of welghts of RHH, constructed
with printed circults, shown by dashed lines.

From Figure 3.11 1t 1is clear that for equal antenna dlameters
rassive homlng heads have the greatest range, and active RHH --
the greatest welght.

TABLE 3.8 MAIN CHARACTERISTICS OF HOMING HEADS

]
|
Name of - g8 I, o "
guided & pelll A z e E A
missile H < > <oE|a . N 5
? + £ E O ol g wl o =
@ g Pulo ol & 0
£ e S| & e go|hed| S ol
SE | 8| 8 {EASET|E |2
o2 ~ |<doglopr
1951 | — — 8 —
Firestreak (IHH UK
Sidewinder 14| IHH[ y,s. |1954]| %0 | =28} 9 | 3.2
Faloon GCARZAl ro.f u.s, [1984] — (230 8 ] 690
Falcon GAR.10| RHE| U.s, [1956| 75 | £30| — | 9.8
1 ’ -
3 ow-111 1060 | 1on | £45
AEI?EIE—E\X RHH| U.S. 150 14 | 24.8

Matra R-530 RHEHE|France| 1963 [ 150 | £43 | 10 { 18,0

Falcon rae| U.s, jweo| — | 0 | — | —

Phoenix AJM-54A] pyy| U.S. (1969 — | 50 | — | 70.0

The main characteristics of radar homing heads (based on
foreign materials) are given in Table 3.8.

Infrared homing heads (IHH) are used in gulding targets to
heat-emitting targets. These targets include, first of all, air- /156
craft whose jet engine nozzles are heated to 500 - 600°C, surface
ships afloat emltting streams of hot gases from stacks, and mis-
8iles wlth operating engines. An increase in alreraft flight
veloclty led to an 1increase 1n the aerodynamic heating of skin
to 250 - 300°C. As a result, the intensity of infrared radiation
became accessible for the production of slgnals sensed by infra-

red receivers of IHH.
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The integral intensity of radlation of 3 hot obJeet is
determined by the Stefan-Boltzmann law

E = eoT¥, (3.24)

where ¢ 1s ?he overall saturation capacity (or the black body fac-
tor);
¢ 1s tﬁe Stefan-Boltzmann constant (5.7-10_12 w/cmg-degu);
and
T 1s the absolute temperature (in degrees Kelvin).
Formula (3.24) characterizes the radiatlon intensity throughout
the wavelength range from zero to infinity.

All infrared radiatlon recelvers exhlibilt a sensltivity depen-
dent on wavelength. Therefore it 1s important to know the spectral
characteristics of the radiation intensity distribution /06/. The
spectral distributlon of the radlation of a black body according
to Plank can be represented as

;G 1
Y= . ’ .2
215 [‘%_1 (3 5)
12 2

where C, 3.732:10 7° w-em©;

Cp = 1.436 cm-deg; and

A = wavelength 1n cm.
The function I, = f£(aT) can be constructed by thils formula. From
Flg. 3.12 1t is clear that the spectral intensity of radiation
increases rapldly with temperature, while the wavelength corres-
ponding to the intenslty maxlimum shifts toward the short wave side.

To determine the maxlmum value Il s let us differentiate
max
the right side of the expression (3.25) and after equating the
derivatlve to zero, we find

AmaxT = 2900 microdegrees (3.26)

Substituting »
(3.26) we get

max 10 formula (3.25) instead of a, from expression /157

1 s = 21.2C %)5 (3.27)

Thus, the lntensity of radilation at the wavelength corresponding
to the radlatlon maximum increases as the f1fth power of temper-
ature.
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Fig. 3.12. Spectral distribution of
radilation intensity according to Planck
KEY: A -- w/cm?
B -- Microns
Bipmin 4 Fig. 3.13. Spectral characterlstics of
72 - photoresistors:
1 -- Cooled, specially treated germanium
2 -- Indlum antimonide, cooled to 900 K
mﬂf/’\ 3 -- Lead sulfide, cooled to 909K
P : b - Lead telluride, cooled to 90°K
’\5 l 5 -- Lead sulfide, cooled to 193°K
107 : : 6 -- Uncooled lead sulfide
| . -
?;L | KEY: A Pre min
10-9 %{r B -- Microns
o \\ Y\\ The recelvers of infrared homlng
g § @ A heads senslng the intensity of Infrared

radiation are photoresistors. The

least intensity of infrared radiatlon
that a photoresistor can sense determlnes
its threshold of sensitivity at room
temperature

Premm=3-10"='zr§. (3.28)

where 8 1s the area of the recelver in mm; and

7 18 the time constant 1n seconds.
Using formula (3.28), we can determine the minimum detectable sig- /158
nal. Fig. 3.13 presents the control characteristics of function- =—=—
ing photoresistors that were obtained experimentally. Preliminary
cooling to 90 and 1939K was used for several photoresistors. By
employlng these graphs and knowing the threshold value of the
radiation intensity, we can determine the relatlve spectral sensl-
tivlty of the photoreszistors

S;=-fr.e_m£ (3.29)

E‘emm )
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Qs == - ; Fig. 3.14  Spectral transmissilon coeffi-
¢ vl {Ijhr'\ clents of the atmosphere at different
8 NI T T altitudes above sea level
M b {I Y 1 --H=01kn
MR 2 -- H=2-4 km
gri—il Lo bl o by 4 3 -- H =15 knm
!J il ‘f{/ KEY: A -- Microns
u 1 | ‘rw :|‘:|, L ¥
f 4 | 91, .u '
L EVELY \ [ A
¢ 1 2 3 ¢ 5 FrAmn To determine the range of the in-

frared homing head, we must know the
total signal power at the photoreslstor
cutput

E jor= [ nS:Qua, (3.30)

« 0

where Q, 1s the spectral transmlssion coefficient of the atmosphere
for infrared radlation. The spectral coefficlient of the atmo-
spheric transmisslon depends on the altitudes above sea level.

The higher the altitude above sea level, the less oxygen, carhbon
dioxide, and water vapor strongly absorbing infrared radiation,

the atmosphere contains. Fig. 3.14 /66/ shows the spectral
transmisslion coefficients of infrared radiation. To determine
Etot’ in Fig. 3.15 the curve of Ql for H = 2 km and the curves

of S1 for different photoreslstors with a source I, = 5000 K are

constructed. Using the graphs (Fig. 3.15), the following integrals
(3.30) were calculated for each photoresistor; their values are

shown in Fig. 3.16. From the figure 1t is clear that a photore-

sistor made of lead tellurlde exhibilts the best yleld. Theilr sen- /159
"8itivity can be compared by taking the ratlios of the corresponding

areas (cf Fig. 3.15). The values of these ratios are glven in
Table 3.9.
Qa-aleamomnos snavemee b Fig. 3.15 Dependence of Q,
L, uS—omyocumenswoe snavewes D (Cur've l):
o ~— 2 -- 8', ecurve 2 for lead sul-
;, Z1IX N N5 g o
1~ NI ;*\] iR fide at 193~ K
¥ \ \"Af A 3 -~ For lead sulfide at 90° K
ar TG \t_f\ i 4 -- For lead telluride at
42 S O %0° K,
I Bt L AN G
5 N ey KEY: A -- Absolute value

B -- I, and SA are given

in relative values
C -- Mlerons
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TABLE 3.9

Ratio of Numerical
value of
areas areas
— B
Ex —— 4,5
&
— By
B —= .
£, 4
- &
=—% 24
]

Ernen g Flg. 3.16 Graphical calculatlion of Etot:
a5 E, -- For lead sulfide at 193° K
ar é%;ﬂ E, -- For lead sulfide at 90° x
ZK\ E., -- For lead telluride at 90° K
& 7 3
az A = I’EY: A. _—— Etot
e ZN Z B -- Microns
0 . E%XB

Pz S From the table data it follows that a

cold lead telluride.photoresistor is 24 times

more senslitive than a lead sulfide photore-
slstor at room temperature. The range of infrared homlng heads /160
ls determined by the formula _—

EtotSbbSpcosbcosw 31
rR=a) e (3.31)

where « 1is the normalized range allowlng for the stochastic
nature of the target capture process;
S b is the area_of the entrance aperture of the head obJeec-
© tive, 1n cm=;

S 1s the farget radlation area;

p ls the transmission coefficient of the head radome;
iz the threshold senslitivity of the photoresistor;
B 1s the angle between the normal Lo the target radiation

surface and the sighting line; and

¥ 1s the angle between the sighting line and the optlcal
axis of the coordinator.
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For attacks of alrecraft-targets at small heading angles in the
rear hemisphere, P =0 and ¢ = O, then formula (3.31) becomes

R==¢,]/figtfhﬁﬂi.

aPremn

The dependence of the maxlimum coverage range of the infrared
homing head with respect to a target with I, (at 500° K) for photo-

resistors of lead sulfide (1) and lead telluride (2) was construct-
ed 1In Fig. 3.17 using the formula above. The maln characterlstics
of_%pfrared homing heads are given in Table 3.8 /58, 61, 69, 78,
112/.

3.4. Onboard Eguipment of Aircraft Control Systems

At the present time two completely different dlrectlions are
nocted in the use of forelgn onbeoard alirecraft equlpment. The first
1s when the onboard equipment 1s included in separate 1independent
subsystems (navigation, landing, armament control, and so on),
and the second 1s when 1t 1s Included 1n a single system that
is integrated on the basis of the onboard digital computer (ODC). /161
In the control systems of the F-105, F-106, and Mirage III, the -
equlpment 1s used 1in separate independent subsystems, but in the
form of a single integrated system in the F-111A and F-111B.
Naturally, when the equipment 1s used in an Indivlidual system
1ts weight proves to be high. At the same time a single integrated
system, 1n the event the ODC malfunctions, is less rellable than
autonomous subsystems. Evidently, it 18 most correct to conslder
a rational combination of these two directlons, namely to put to-
gether a single system on the basis of two or three ODC (for
higher operating relilability)}. In this case when one of the ODC
malfunctions, the equipment must be used in the individual most
important subsystems. ILet us turn to considering the onboard
equlpment of varlous systems.

P
om

¢ Fig. 3.17 Ranges of IHH /Infrared homing
head/ with two types of photoresistors:

1l -- Lead sulfide

2 -- Lead telluride

Equipment of command (director) semil-
automatic systems provides semiautomatic
& & F F 3 0 Ran control of the aireraft in complex flight
regimes (flying over terrain relief, take-
off, landing, flight along a route, and so on) using piloting and
navigation instruments, computer, and indlcators. Semiautomatilc
systems as a rule are coupled with autopilots, forming a single
system of automatic control (SAC).
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The FD~60 semiautomatic system of the Bendix Corporation,
installed on F-111 alreraft, consilsts of the followlng: a com-
mand-plloting instrument (D-300); navigation-heading instrument
(7238); computing instruments; vertical gyro; amplifier; and
control console. The command-piloting instrument provides a dis-
play of the bank and pitch angles in different flight regimes.
The angles of headlng, bearlng, and deviation from assigned route
and glide path lines are determlned with the navigation-heading
Instrument. Both these instruments have warning flags which
indicate the status of the gyrchorizon, computer, radio altimeter, /162
and headling system. The computing instrument generates the air-
eraft control laws. The welght of the entire system is 14,2 kg.
The precislon of the vertical gyro is about 15°'.

The SFS-6 semiautomatic system also consists of command-
plloting and navigation-heading instruments, a computing device,
control “conscle, and comparator. The latter compares the readings
of the instruments of the pllot and copllot and signals their
failure. The weight of the system i1s 11.7 kg and the precision
of the vertical gyro is 20' /137, 172/.

Fig. 3.18. Characteristics

Bg yenmmim b o y3a2pad. D of aireraft vertical gyros
6 gz ‘\\ (autonomous and with correc-
tions from Doppler radars)
cov-180 p &-19 KEY: A -- Ah, angular minu-
IO~ GVE-10 N _rgp-200 MC- 1022171 A
5i-2171
z [~~~ B -- Yeg;s
oL g C -« Deg/hr
73 7970 1960 1950 1960 . 1970 1980
90 1360 8)5‘ B odsr c) B rods D -- Ahor’ angular de-
s‘, gpadfy greesg
\\ E -- kg /force/
c-10
2 \ A
SR-3 *er e Vertlcal gyro errors
s 4, 1n different flight re-
Lsi-2171 e, h

1550 7950 1977 7980 1950 1960 1970 7see  &imes (without correction*
b) B rodu a) B rode -- curve 1, and with correc-

tlon from geocentric pendu-

lums -- curve 2) are shown

in Fig. 3.18 a as functions
of the year of manufacture. Here also is given the function of
gyroscope drift (Fig. 3.18 b). As we can see from Fig. 3.18,
gyroscope drift has been reduced by 10 times over a 10-year pe-
riocd; but the accuracy of maintaining a vertical with the gyro
instrument has been lncreased by about three times éﬁ3, 137, 1727, /163

Fig. 3.18 b gives the precision of the headin systems as
a function of the year of manufacture, and Fig. 3.18 4 -~ the
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welght characteristics of elements of vertical gyros (region 1)
computing instruments (region 2) /I3, 152/, and radar (region 35.
As can be seen, the weight of vertical gyros actually changes

but 1ittle, while the weight of computing instruments was reduced
by several tlmes through the use of solid-state elements.

Devices for measuring true airspeed (TAS) and M numbers are
used 1n semlautomatic ailrcraft control systems. The accuracy of
true speed measurements wilthin the velocity range from 290 to
2700 xm/hr is 5 km/hr, and the accuracy of M number measurement in
the range of 0-2.0 is +(0.002-1) /155, 171/.

The equlpment of automatic systems forms an autonomous coh-
trol loop (autopilot), providing flight stability and good air-
craft controllability in all regimes in the automatic, semlauto-
matic, and manual control modes. Also, the autonomous loop must
provide for the execution of ypegimes of landing approach coordi-
nated turns, and several other regimes.

The autopllot equipment includes the following: a gyroscopic
sensor measuring the angular veloclties of the aircraft, sensors
of fllght altitude H, M number, and veloclty head q, accelerometer,
amplifler-converters, and control-surface drives. To improve
flight stablility and controllability, the loop contours are
adJusted as to flight altitude H, velocity head, and M number by
a programing mechanism.

The programed varilatlon of autopilot parameters throughout
the range of flight altitudes and velocitles requires an exact
knowledge of alrcraft characteristices and Imposes quite stringent
requilrements on tolerences for equipment parameters. All this
1s difflcult to provide for aircraft designed to operate in many
regimes. Therefore, self-adjusting autopilots have begun to be
used. They include the MH-96 autopilot of the X-15 and the
General Electric autopllot of the F-111. A system based on a
large galn factor in the system's forward loop is employed in /164
both autopllots. Natural oscillations used to measure the -
effectiveness of control devices are induced 1n the MH-96 auto-
pllot. The F-111 autopilot operates near the stability 1imit.
Reference aircraft models are used in these autopilots.

The mean parameters of gyroscopic sensors of angular velo-
clties and accelerometers are given in Table 3.10 17%7.

Equipment of inertial systems consists of a gyrostabilized /165
platform on which are placed accelerometers measuring accelera- — —
tions in a three-dimensional reference system; an analog or digl-
tal computer, or a digital differential analyzer (DDA} for inte-
grating accelerations; and a Doppler radar for correction of
the 1lnertial system,
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TABLE 3.10  ANGULAR VELOCITY SENSORS

e
g 4 L~ IR rNaturalDegree o
Nawe 3o 2BIH. 5 8| freq. |of at-{g ¥
/AVs=ang.vel. (% § %a@ gﬁgh £ Hz Egg&a- .
sensor =8 nTlob>o 9 y |25
AVS for AP-28 18| 0,1 80 |07 |26
0,1
AVS for AP-6F 19 0,05 70 |0,7%% 0,32
Floated AVS £3 ! 006 | 150 |07 0,57
ET-8 floated +60 - 400 1.0 0,70
AVS
ACCELEROMETERS
. b olh SB[ Eq
ane Hoooln 2H[ET [ 8E | X
0o téo I by 0 ot N o H%R
Jeg |ER8MEET | Bu (B =
= s-.uqmb-:él.ﬁ = &S B A
Linear accele-
80 1.10— —_
rometer LA-B)0 o 150 0,09
Pt?ndulum 8cce= 20 5.10-% 180 . 0,113
lerometer F-2401

The gyrostabilized platform 1s isolated by means-of a system
of gimbal suspensions from the aircraft's angular dlsplacements.
The gyroscopes sense the angular displacements of the platform and
generate signals sent to the turn motors of the gimbal suspension
axes, which impart the requilsite orlentatlon to the platform. The
accelerometers are installed elther directly on the gyro-platform,
or else by means of a separate suspenslon.

The inertial systom crror {or the error of determinlng the
aircraft's position depends on the inertial errors 1n deter-
mining the aircraft's veloclty and position, and also on the
flight time, and is generally determined by the gyroscope drift,
accelerometer error, and the imprecision of gyrostablllizer
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adjustment. Neglecting the terms that allow for the Earth's
rotatlion, we obtaln equations of the gyrostabilizer errors in the
form

ﬁ=h+§(W%gl i
%—a,,+"§,(i/+£zt_ . (3.32)
*:,=E;' !

where wx, *y’ and ¢z are the angles between the axes determined by

computers and the correspondlng platform axes;
s and e are the constant rates of gyroscope drift
b wlth respect to the three axes;
€ and ?& are the drift rates of the horizontal gyro-

scope owlng to unbalancing (1t 1s assumed that

Ez = O);

R is the Barth's radlus;
V is the level flight velocity of the aircraft;
and

t 1s the flight time.
For simpllcity of solution, we wlll assume that 1in the takeoff of 66
the aircraft, horlzontal acceleration is instantaneously communl- /166
cated and V = const. Then the sclutions of equations (3.30) are
written in the form

o= O et 45 (V4 £ |

’

gve (3.33)

¥y = 4 (0) + et + 5 (v+_2§_). |
‘p‘ = ‘pl (0)+82t1

where wx(o), ¢y(0), and ¢Z(O) are the 1nitilal erection errors of

the gyrostabllized platform. The errors in the aircraft's posi-
tion are determlined by the following equatlons:

AX 4 wo Ax = == Ay + Ayd: + 645

} (3.34)
Aj+ m:Ay = — Axp: + Az + 844, !
where Ax and Ay are the alrcraft's positlon error;
Ax’ Ay, and AZ are the accelerations acting on the accelero-
meters;
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84 and §A_ are the errors at the accelerometer input (zero-
drift of the accelerometer, errors in the transmis-
sion factor, the linearity error of the accelero-

5 meter, and so on); and
- = g/R 1s the Schuler pendulum frequency.

o

We will consider two kinds of errors:

due to zero-drift Bx and By:

and due to the transmission factor Kx and K.. Then

The acceleration components can be represented as

Using expressions (3.33),

we get

§A. = B+ K:Ax; }
OSA]; = Blr + KFAU

gV,,t
Ae =
x-l— R
Vt
y+g o
Az=g.

B+ o hx = =4, (0)g +4:(0) {5 + £
+

Vet
+Bx""’K:“‘gTQ—"—8xgt+Ez (

AG+ooAy = —;(0) ( i+ &

14
+B,—K,-Z¥

t et (.E-]- g:;,t )
gVﬁ

+a(ve 23

<t
)+ v=0g +

+ eagt -+

(3.35)

(3.36)

(3.35), and (3.36), and equation (3.34),/167

(3.37)

Neglecting Xt and yt compared with gt, we obtaln the following
solution of equations (3.37):

136



sin mof

Ax = Axg cos wof + Ao o — Py (0)R X
in wof
X (1 = cosan)+ 4:0) | Va4V, X

sin wef B,
X ('l —_ m: )] +;;o(l — cos wl) — (KxV: 4

&g sin wof [2__3
i3 ey R Et
0 [

o

~ [V
XAl — cos wf) ] —gy {;21(1 — cos wat) -+ gV ¢
1]

X [%.._.-[:—{(l—.cosmot) ]} (3.38)

Ay = Ao cos wof + Ao sin wof + P (0)R X \

B
X (1= cos wef) — ¥ (0) Vit + (1 — cos wof) —

o

(k=S )

wo
@

: ~ Vgt
x[t’——gz-(l—cosmot)]-l-ﬁx 5
)

We introduce the following notation into expression (3.31):
Axl, Ayi are errors due to initlal errors in measuring airecraft
coordinates;
AXos AY, are errors due to initial errors in measuring aircraft
velocities;
AX,, ay, are errors due to gyrostabllizer adjustment in the horil-
3 3 zontal plane wX(O) and ¢y(0)3

ax,,Ay, are errors due to adjustment as to azimuth Yy (0)
Ax5,ay5 are errors due to the zero-drifts of the accelerometers

Bx’ By;

Ax6,z&y6 are errors due to the determinatilon of the transmission
factor of the accelerometer Kx’ K _;

¢ﬁx7, Ay7 are errors due to gyroscope drift.in the horizontal plane
€x? €y§
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&:-:8, Ayg are errors due to the drift of the azimuth gyroscope €y

and
Axg, Ayg are errors dus to the drift of gyroscope owing to un-

balancing €, €. .

X y
Then we get
Ax = Ax;-[— Axy + Ms+Mg+ﬂ£5+ﬁXs +
= Axy - Axg <= A, (3039)
by = Ay + Ay - Ays + Ay +- Ays + Aye +
+ Ayy - bya - Ay,
where
Axy = Axycos wf;
Ay == Ay, cos wof;
Axy = Ay Sin oof ¢ L{:‘i‘ig
@z
. sin @yl
ﬁyz == ﬁyo ;
@9

By == — 4y (O} R (§ — cos wef);
BYs = Y= (0} R{i — cos waf};
Axy == 9. {0) V1
Ay = — b (B) V.ot

B
Axs = (’T;;-t[]l - cOS wol) ;

B
Ays = -ﬁ;zf(l — ¢os wef);

= — KV — sj“;‘”’ k
A= —eR ("js";,w ):
S

2
MB = Bsz [53-—5{] - C0S (!)Dt) ];
i}

2
Ays= _B,V,Etz—-;-z—(l - €OS @of) ] ;
1}
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The largest error components are determined by the drift of gyro- /170
scope's ex and Fy’ and by the zero-drift of the accelerometers

B, and By; the platform adjustment errors wx(o), wy(o), and ¢, (0);

and by the errors of determining the initial aireraft positions
Axo and Vo2 and lts velocities axo and Ayb. Flg. 3.19 shows the

curves characterizing these errors as function of the flight time
in the horizontal plane with ¢y = 0.1 deg/nr, B, = 5-1075, wy(o) =

0", Aio = 300 m, and;ﬁ&b = 0.3 m/sec. From this figure it is

¢lear that the maln error components of the inertial system are
determined by the gyroscope drift and by accelerometer error.

ﬁ%;_ Fig. 3.19. Error components of the
JJ' iﬂ/// autonomous inertial navigation system
1500 7 axe, KEY: A -- t, min

1000 / =3

7 ,
500 — o
. ! . /y_\

s
t mun
Fig. 3.20. Block diagram
of alrcraft inertial syatem
KEY: M -- X-accelerometer
N -- Y-gyrocompass
w ¥ Py
Y-euponomnas We will assume that /171
N the bloeck diagram of the 7171
wy 7, inertial system 1s of the

form shown in Fig. 3.20,
and then the transfer
functions for the errors
of the velocity components
willl be:
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A£(s) ==
_5Bx(s) — geus (5) 4 (5K + Kawd) 8V(s)
o st + Kis +(1 + Ky)o? T (3.40)
Aj(s)=
_SBy(8) + gexx (5) + (sKi + Kpd) 8V,
82+ Kis + (1 + Ke)?

and the steady-state errors of the system will be

. K; Re
Af =% _——E

st.s l+1(zﬁ = 1+ K’ (3-’4’1)
A!jst.g—— Kz GVy-l- Rexz

1+ K. 1+ Ky

For large KE’ the error of the INS ZThertial navigation systeg7
1s determined by the 1lnaccuracy of veloclty input (i.e., 6Vx or
5Vy). To refine the alrcraft velocity, Doppler radar sets are

used. The resulting frequency difference fd 1s proportional to

the veloclity of the moving transmitter and 1s inversely propor-
tional to the wavelength A. When a signaﬁ refilected from a fixed
roint 1s received at the alrecraft, we have

fD=—2}:VCOSB', (3-‘“‘2)

where 8 1s the angle between the velocity vector and the bearing
toward the fixed polnt. Knowing fD, 8, and A, we can determlne

the alrcraft velocity by formula (3.42). An actual antenna beam
has some wildth, therefore the Doppler shift 1is some frequency /172
band fD, i.e-, —

A
—fD=tg6AB, (3.43)
fD
where A0 is the width of the antenna beanm.

Let us consider the determination of the route velocity Vro

and the drift rate Vd r using the Doppler radar. On the aircraft
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(Fig. 3.21 a and b)?, the Doppler frequencies o1 (1left) and
£5. ¢ (right) are determined by the formulas:

2
.= —(KV; F KV — KV.):
I A do zI'O 3 V) (3'”’“.)

2
o= g~ K K, = )

Here VB 1s the vertical component of the aircraft velocity; Kl’ KE’
and K3 are the antenna placement constants
Ky =cos g sin
Ks = siny;; (3.45)
K3 == cos ¢y cos y,
where ¢i and ¥, are the antenna placement angles (cf Fig. 3.21 a). /173

The sumand difference of Doppler frequencies are determined by the
formulas

4 l
hoth =7 &Y~ KV (3.46)

i.D-l”GJ.r =

Ktvd.r '

> -

These relations are valild only for a strictly level flight when
the pltech 6 and bank vy angles are equal to zero. For ® and ¥
angles distinet from zero, we have

1 A
4K,

X

V= X
COsycos ¢ ——sind
Ky

X(fD.ﬂ-fD_IJcosv——&f[’(z(g.l—fD. Jsiny+

+ ‘{; (cosvsinﬁ-{-%cosﬁ)];

1 roa (3.47)
4K, X

Vs Ks
cosycos & — —sind
Ka

X —f5) (cosﬁ——ﬁ—:sinﬁcosy) —

A
“m(fn;1+§3.r)5i“75i“°— W siny] .
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Both of these equations are solved with the route veloclty analog
or digital computer. The maln characteristics of a number of
Doppler radar sets are given 1n Table 3.11., Aircraft position
errors can be found with the data of the Doppler system using the
followling formulas:

Fig. 3.21. Determination
of route speed and drift
rate using Doppler radar

a =V +o4} (3.48) /176
95 ’?"i“"gs‘l"ﬁe
where 70 1s the mean-~-square error of the alrcraft's position

as to range (along the heading);
Ty is the mean-square error of determination (by the
Doppler technique) of the route speed;
oy and ¢ are the mean-square errors of the computing instru-

ment in determining the range and slght dlrectlon;
and

T is the mean-square error of the system of alrspeed
determination (with respect to heading).

S

% Flg. 3.22. Characteristics of the
B \ accuracy of the operation of auto-
\\ nomous (2) and Doppler-corrected

g1 D (1) inertial systems:
S 2 .
\\ GI‘O’
\ ,

Qg5 a =T KEY: A -- Ty deg
™ it B ercent
o’ P
T C -- Years
0L 7 7] ”
oo . o 5
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TABLIE 3.11 MAIN DATA OF DOPPLER RADAR SETS /137, 152/ —_—
Radia- | Antenna Output Conditions of ey
Set tion type c'é'% type 4 P use Accuracy o
t .
Freq. o8 ata altitude| speed sy
MHz |= - kw/hr =
Iine (Latitude,longi-
. Pulse 4 tude, route 150—21000 [130—1300] V£ —0,294; 330
AN/APN-G6 | —2-S€ ’ . 0,25 pas—.
8800 arrays speed, drift ’LE ity
angle, wind 1tion o
speed
Pulse ! Iine |Route speed, .
ANAPN-81 | | 1 oo |drift angle, | 150—21000 1301300 oL 180
8800 wind velocity 2 Sy
and direction *
Puls Line atitude, longi- )
ANjAPN-g2 | 2 |4 | T ode oy be aaea | 15021000 1301300 An Q2% 200
8800 4 drift angle, 'ﬁr’( -V 'P&%—é
wind direction . itien
and velocity

Line Route speed, Zﬂi
Pulse |4 drift angle, 150—21000 (130-—1400} V5,—0,2%: 150
AN/APN-BD s 8rrays | ypoom angle ﬁ;fl;o.go)
Route speed,
Puls Flat drift angle,
AN/APN-06 € _|* | array | wind direction' 7021000 |i80—1800 vﬁ\{r%llg‘; 50
8800 and velocity B (£0.15%
Pul Flat Route speed,
AN/APN-102 | Pulse g | apray | aries amgle 60—21000 {130—1900 Vi,~194 40
8800 ﬁdﬁlr{—:toﬁ")
Latitude, long-
ANJAPN-105 Fulse |3 Lens | Stude, réuteg 025000 | 902800 Vim-0,5%; 100
9800 speed, drift Hor(£0.8%)
angle,heading
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Characteristics of the operating accuracy of Doppler radar systens
(curve 1) are constructed in Fig. 3.22 using the data in Table 3.11.
Also given 1n this filgure (curve 2) 1s the accuracy of an autono-
mous 1lnertial navigation system. From thls flgure it is clear

that the accuracy of navigatlon systems that are wholly autonomous
(curve 2) and that are Doppler-corrected (curve 1) has continually
been increased through Improvements bhoth in the gyroscoplc equip-
ment and accelerometers, as well as in the Doppler radar sets.

Analog and digital computers (digital differentlal analyzers /177
or digital computers) are used in autonomous inertial navigation ——
syatems and Doppler sets. Analog computers consist of the follow-
ing elements: amplifiers, potentiometers, sine-cosine converters,
tracking systems, tachogenerators, relays, gear transmlssions,
mechanlcal plotters, cams, and so on. The operating accuracy of
analog computers isdetermined by the manufacturing accuracy of
their elements and varies from 0.2 to 10 percent, depending on the
problems solved. An analog computer must have 1ts own computing
device in order to perform each mathematlcal operatlon. This
complicates the computer, reduces the overall operating accuracy,
and adds to 1ts welght. Therefore analog computers are not used
in modern inertial control systems,

Digital differential analyzers performing only the operations
of integration and addition have galned wlde acceptance. The
sequence of operatlions performed by the DDA is determined by a
program. Only one command 1s realized at any one tlme with the
DDA,

The DDA has a quite simple arithmetic devlice, whose capacity
is determined by the requirements of problem-solving accuracy.
In the increments Ax and Ay, the solution accuracy is determined

by the formula Ax::‘v‘““-
S
(3.49)
Ay — V‘u max
y ’
where Vx max and Vy max 2T€ the maximum change rates of the varis

ables x and y. The varlables SX and Sy can be calculated uslng
the following expressions:

2

int

s w
X
, (3.50)
Sy =-2
VTN
where w is the access tlme; int
N isnthe number of digits in the register; and
kint and kint are the number of operating integrators.

=
[
o
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Analysis of formulas (3.49) and (

are high requirements for accuracy,

(Sx and Sy) 1s as high as several th
second, which represents certain difficulties.

DDA has the following drawbacks:

a) the impossibillity of ecalculatin

3.50) shows that when there

the operating speed of the DDA

grams at different computational sSpeeds;
b) the absence of devices for storing large masses of data

(tables); and

ousands of calculations per
Additionally, the

g individual parts of pro-

c) the Impossibility of monitoring the correctness of the

problems solved.

These drawbacks of the DDA and the limitations of their logle
capabillties in solving a number of combat problems led to the
wlder use of digital computers on alreraft, including also in

navigation systems. Onboard di
systems have serial or parallel

gltal computers used in navigation
adders.

TABLE 3.12 COMPARISON OF ONBOARD COMPUTER WITH DIGITAL
DIFFERENTTAL ANALYZER

Mathemati ——Onc

ematlcal DDA with ser- |with paral-
operations ial adder |lel adder
Integration N [ 2w N
Summation l 0 ] N 1
Multiplication ' N .1 N2 N

The comparison made 1in Table
onboard computer with parallel add
speed, whille the onboard computer

speed,

Onboard digital computers.
to modern alrcraft led to a consi

their equipment (ef Fig. 3.1).

flight control, and landing, sys

armament, monitoring system status,

combat aircraft. The control of zll

The diversity of func
derable rise in the v
Along wlth systems for
tems controlling sightlng devices,

3.12 shows that the DDA and the
er have il1dentical operating
with a serlal adder has a slower

tlons assigned/;
ariety of 4119

navigation,

and so on began to be used on

the systems 1s possible only

when onboard digital computers are used. Basic data on onboard

alreraft computers are gilven in Table 3,13

/T4 91, 137, 1527,

The data of Table 3.13 was useg to construct in Fig. 3.23 3 and b
memory capaclty and mean speed®, per kg of onboard computer weight
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(curve 1) and volume occupied per decimeter3 (curve 2) as functlons/igp
of the year the computer was built. Converting from an onboard =
computer built with mixed elements (semiconductor devices and
vacuum tubes) to onboard computers using solld-state and film

elements led to an appreclable increase in the memory capacity

and the operating speed, per kg of weight and per decimeter3 of

machine volume.

A B
Nonuveembe Koauvecmdo

pnepayul  drepeyid K L
nz TnT !’ 2 PhRn Solerpentayn™
20000129999 ew-205 54 ;
awfasn-2elome” X
100 | '

weac
G

D

o |wMowenz It >ACH-205 |
HWEM-4PI-T
¢ |

ﬂf.ff 7 1960 \ 1770 1587 950 860 19ve 1980
Sumfre Sumignd ) E 100 ey c) E {odu
wava 2220 2 5000—
L‘!’Gﬁ"! 72 ¢ | /
seaq 12222 | 2500 uis-ver-re/
Hudwa-  Wic-220 E | pfic-ez0

H P maxe Renpewramw] 1 qudmi- 1
J - Monaxa 1| C ”’na” @ o, MOHURT I“
AN/ASKN =24 [ |

yﬂ'fﬂ l.?%ﬂ' 7972 7880 958 1962 1870, 1580
) E rod a) E rodsr

Plg. 3.23. Comparative characteristics of alrcraft
onbocard computers: 3
a -- Mean speed per kg of computer welght and per decimeter
of machine volume 3
b ~- Memory capacity per kg of welght and per decimeter- of
machine volume
-- Requlred power
-- Operating relliablility
Y: -- Number of operatilons/kg 3
-- Number of operatlons/decimeter
-~ Moniesa I
-- Leprechaun
Years 3
-- Bits/kg, Blts/declmeter
= IBM-4RI-TS
-- Digitac
-- Leprechaun

A

HoaHEHEOOHE =
i
)
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Flg. 3.23. Comparative characteristics of alreraft
onboard computers /Continued/

J == Verdan

K -- P, watts

L -- Leprechaun
M -- Arma

N -~ M, hours

Flg. 3.23 ¢ presents the change 1n the required power of
ODC as functlons of year of manufacture. Here the transition to
golid-state and film elements also led to an appreciable reduc-
tion in the ODC requlred power.

Of great interest are the functions characterlzing the rise
in operating reliabllity of onboard digltal computers. The con-
version of onboard computers to solld-state and film elements
meant an appreclable gain in their operating relilability.

3.5. Onboard Equipment of the Control Systems of Surface-to-
Alr, Alr-to-Alr, and Alr-to-Surface Missiles .

The makeup of the onboard equipment of the control systems
of surface-to-alir, air-to-air, and alr-to-surface missiles is
qulte varied. TFor example, the equipment of the control systems
of surface-to-air missiles includes the followlng: homing heads
with gyroscoplc drlves or tracklng systems, amplifier-converters,
ODC, free and damping gyroscopes, accelerometers, servo units,
power blocks, varlous kinds of corrective devices, radio re-
celvers, aerilal-burst fuses, and antenna-feeder installations.
The equilpment of alr-to-air and air-to-surface missiles is sim-
1lar 1n composition to that of surface-to-air miasiles, however
1t differs wldely 1in its characteristies.

In this section we willl examine the main characteristics of
Just the part of the misslile's onboard equipment (drives of the
homing head and onboard digital computers) that has the main ef- /183
fect on the characterlstics of the entire control system.

Homing head drilves are subdivided into gyrostabllized-power,
gyrostablllized with indirect stabllization, and wide-band track-
ing systems. Gyrostablllzed power drives can be constructed with /184
one or two gyroscopes. Flg. 3.24 a shows the gyrostabllized drivelLod
of the 1nfrared homlng head of the Firestreak missile with one
gyroscope.

The optical coordinator of the target consists of a primary
5 and a secondary 1 mirror. It also Iincludes modulating disc
6, infrared energy recelver, and photocurrent amplifier 7. When
the coordinator axls 1s dlsengaged from the target bearing, the
torque sensors 2 and 8 coupled with the axes of rotation of the
rings 3 and 4 produce moments serving to precess the gyroscope
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TABLE 3.13

ONBOARD ATRCRAFT DIGITAL COMPUTERS /180
! igtd f opboard compute
Name of 5 g 1t i chaza t;;‘;: * c; Ze of Memory éo & 1
o+ g ltype o ¥ ' >
onboard g - g 2%’.3 eles 8. o | add. capa- %5% g_.g %ﬂ &0 %’_%«"\*
computer |$ g § @ | ments Eﬁ H multip.| DEWOTY gEHige -&i'z = 00
> 3 a i 2y W Imicrose city | lad = g
Semicon-~ Magne—
Verdan 1955 | U-5.| B-52 ductor t%ﬁ 1024 310 | 37,21 39,6
A-d) drum
Semicon- Semicon=-
Digitac U.S.| F-102 4 tom ductor 50| 32 | 400
Semicon- 3
Lepre- Ferrite
ohaun | 1957 [U.8. duc tor 40 cores | 1024 8 | 250 400
375
Kicro- Magne-
AN/ASN-24 | 1963 | g.| c-141 tic 2500 120 [ 16,8 | 8,8
: modules drum
Solid cir- Magne-
C-900 1963 , 230 tic 4096 124 {158 [ 14,2 /181
cults _880 drum
i 17— Ferrite
Monika 1| 1964 Solid cir 12-18 | 50— 4,5-704,25—
eulits 42984 cores 16364 100 5.5
Hybrid Internal
Arma 1964 |U. 5. Y 22 | _1,5 |memory 26— | 2 jus | 17 |18
circuits — Permaneny 11000
| memory
IBr-nAn | 1964 [u.s.| B70 _ Ferrite | yooa—
Permanent{ 32000
nemory
LC-820 1066 | 0.5 Fo106 Integrated g Ferritel 177000 160 | 28 | 40
| circults cores|
MH-390 | 1966 |U.S. Solid 3% |1.25—10 M?%’-'fl‘em 2048
l circuits | 7560 iim
HCM-205 | 1967 | U.S. Solid 8 | 4 006— | 2 |100] 6| &
circuits 22 16384
TBM -4pl-IC| 1967 | G54 P-t1)| Hybria  16—30] 9—18 | —oi®  lgge— | 25| 60 | 8 | m
Boet | TU | sso0
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Flg. 3.24. Arrangements
of gyrostabilized drives:

a -- with one gyroscope:

1l -- secondary mirror

2 -- torque motor of
azimuthal channel

3, 4 -- gyroscope rings

5 -- primary mirror

6 -- modulating disc

7 -- photocurrent am-
plifier

8 -- torque motor of
angle elevation
channel

9 -- terminal amplifler

b -- with two gyroscopes:

1, 14 -- torque motors

2, 11 -- outer gyroscope
rings

3, 12 -- inner gyroscope
rings

4, 13 -- gyroscopes

5, 10 -- potentiometric
sensors

6, 9 -- power amplifiers

17, 18 -- thrusts applied
to coordinator or

antennsa
KEY: A -- To control
system

in the direction of aligning the line of slghting with the coor-
dinator axis /56/. Precession stops when the coordinator axis
colncides with the direction of the sighting line. If the sight-
ing line rotates at some angular velocity ¢ , the optical coor-
dinator will alsc rotate in the direction of the target, and the
currents of the torque sensors are made proportional to the pro-
Jections of the angular veloclty of the sightling 1ine (¢y -- with

respect to the azimuth, and ¢z with respect to the elevation

angle). These currents arrive at the input resistor of the power
amplifler 9 and further to the missile's control system in the
form of the voltages aMy and Ty .

From Fig. 3.24 a 1t 1s clear that there are two coordinate
systems: flxed XYZ and gyroscope ccordinator-associated Ox and

Ycozﬂo‘ The mismatch angle in the gyroscopic system is

p=c—e (3.51)
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or
Q: = B — 80 .2 }
%=e"—eco.y (3'52)

where €00.2 and €eo. y are the signal components with respect to

the corresponding coordlnator axes.

The equation of motion of the gyroscopes will be written

as
JE H
"o 00# .
5 —_H g/ (3.53)
0.y @2 Cc0.Z
where J is the moment of 1nertia of the rotor relative to
the axls running through the center of rotation;
M > M are the moments of the motors causing the gyro-

co.¥y co.2 scope to precess.

Voltage from the output of the power amplifier is cross-fed to /18
the torque motors, therefore -

zn'm%%z——’&‘énz ; (3.54)

en%il“MO ¥ en am.y’

where T is the time constant of the torque motor, and
en is the gain factor of the torque motor.

The voltage at the amplifier output 1s associated with the vol-
tage of the coordinator by the following two relationships:

=Ku

LJ'EE).I:II.Z aq CD.Z;
Yamy = Bdko.y’
where Kam is the gain factor of the power amplifiler, and

Uso.v? Ypg.z 2FC the coordlnator voltages wlth respect to the
4 ' correspondling axes.
The equation of the coordinator per se will be written as

Yco. y_&@co y} (3.56)
co.z 0.7

where Kam is the gain factor of the photocurrent amplifier.

Equation (3.56) was set up without consldering the phase shift
introduced by the photocurrent amplifiler. Applylng a laplace
transform to equatiors (3.51) - (3.56), we get
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Ken f .
‘0. V= THT s 71 T FH P
Ken _Ise .
Eco'y(s)=m_sH(Ter§+ 0 Uyy(s) {f E;:o!g)'

Uy(s)= ]ngcg)oo .(g);
Uy(s)= ’ngco(bc o_g-;»‘):
®:{s) = E:(s) — E, ()
0y(s)= Ey(5)— E,o )

(3.57)

It 1s not hard to set up the block diagram (Fig. 3.25 a)

based on equations

(3.57).

The block dlagram allows for the

effect of the cross-coupling between the channels with allow-

ance for the effect of the equatorial moment of the gyroscope.
Neglecting thls coupling, let us determine the voltage at the

output of the gyroscopic drive

Koo K H (oS + 1)SEels) |

8= s (Tens + 1) H g, fordp,
ym&s) __ Koo H(Bps + 1)sEy(s)

s(lers + NH+K K Ko

Flg. 3.25.

lized) drive

/186

Block diagrams of the
control systems of a gyrostabi-
lized or ordinary (nongyrostabi-

a -- with one gyroscope
b -- with tracking drive
KEY: A —- ken/(Tens + 1)

2 .2

B -- €0,z K- ken/S(TenS +
C --k
Dl + 2fenTend)
E - .z . Ham
F -- €am
G -4,

D554 832Ta3) H = Yap.y

b) I -_Eco.y

I e
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With steady-state motion, for a constant angular veloclty of the
sighting line we have (K Z K K )/H = 1.0. Then

CO am en
A (3.58
== £.3 ‘5 )
uaﬂl-z I(‘en 2
H
u — B
amy K o

The presence of cross-coupling and gyroscope drift produces

errors 1n the control signals Aam z and ‘ﬁuam.y’ causlng an

added Ah overflight of the milssile ﬁast the target (ef. Chapter
Four)

Au = L

amz K,

. H (3.59)
Au = Az, ‘

a.y K

where A;Z and Aey are the gyroscope drifts relative to the

corresponding axes. It must be noted that an increase in the
errors A€, and Ae  occurs due to the sinusoidal signal at the

gyrostabilized drive f£(t) = a,sin w_t. This effect 1s most

strongly evidenced for large bearing angles of the homing head.
Fig. 3.26 presents the control errors Au as a funetion of

am.z
the bearing angle ¢be for different a_ and ..

Q o

Fig. 3.26. False control signals

Myh ﬂffiﬁ?Pﬁsec Usm. 2 in gyrostabllized heads
A / as a function of gyroscope drift
,!afﬂuff"’/sec KE¥: A -- AUazh.z
/ -
// B ¢be’ deg
Fd
o A gyroscople drive of homing
}“;&, heads with two gyroscopes 1s
AV ISeC ghown in Flg. 3.24 b. Rings 15
B and 16 are coupled via thrusts

¥, 2000 17 and 18 to the radar antenna
or to the optical coordinator of
the IHH. The platforms rotate
relative to the axes 0Y and 02
by the torque motors 1 and 14.
The motor wilndings recelve control signals from the coordinator
output, as a result of which gyroscopes 4 and 13 begin precess-
Ing. To compensate for the external torques, unloading motors /188
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8 and 7 are included in the gyroscopic system. Provision of an
unloading channel reduces the gyroscope drifts and makes the
gyrostabllized drive more accurate. Fig. 3.26 shows wlth a dashed
line the errors in the control signals for a two-gyro drive. Ob-
vlously, these errors lead to smaller overflights by the milssile
relative to the target.

With a large mass of the antennas or the optilcal coordlnators,
tracklng electrical or hydraulic drives are used in the homing
heads. A block diagram of one drive channel 1s shown in Fig.

3.25 b. To reduce the errors in the control slgnals from the
effect of the missile's natural oscillations, the drives must be
made 1n the wide-band version {with cutoff frequences w, = 30-70

sec'l), which poses certain technical diffilculties.

Onboard digital computers of missiles. An inertial control
system with various kinds of correction 1s used in long-~range
alr-to-surface missiles (Hound Dog, Blue Steel, and others).
These missiles use, as the onboard computing block, onboard com-
puters fulfiiling the role of second Integrator and an installa-
tlon processing data from astro- or radlo-correction systems.

3.6. Onboard Devices of Balllstiec Missiles and Missile Launch
Vehlecles

The makeup of the equipment of a ballistic missile and its
arrangement are shown with the example of the three-stage Titan
IIIC missile (Fig. 3.27). As Fig. 3.27 shows, the control com-
partment of the third stage includes the gyroscopic drive 1 for
rotating the engine chamber of the third stage, an onboard digl-
tal computer 4, and inertial system equipment 5 (gyrostabilized
platform with accelerometers). Hydraulle drive 2 for turning
the engine chamber of the second stage, rate gyro 6, and accele-
rometer 7 are located in the second stage of the missile. In
the first stage are housed the system of hydraulic drives 9 for
rotating the first-stage engine chambers, along with the hydrau-
lic supply system of the first stage 3 and the rate gyro 8.

Gyro 1Instruments and accelerometers of ballistic missiles.
The gyrostabllized platform of a ballistic missile is a three- ilﬁg
ring dynamic system (Fig. 3.28). On the gyrostabilized platform
are mounted three 2FBG-2¢ floated integrating gyroscopes 2 with
intrinsic drift of not more than 0.0l deg/hr, serving as the
sensitlve elements of the perturbing moments acting on the sus-
pension axes of the gyro-platform. Also installed on the gyro-
platform are the local vertical sensor 3, a prism for the azi-
muthal erectlon of the platform 4, and three integrating floated
25 PYGAS gyro-pendulum integrating accelerometers. These gyro-
Scopes, developed at the Massachusetts Institute of Technology
for the Polaris BM, are used in many other balllstic missiles as
linear veloclty sensors for stabillzing the mass center of the
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missile on trajectory and for cutting off She sustainer engines.
Additionally, they can be employed as local vertical senscors in
the erection of the gyro-platform in the horizon at the launch
point.

4 Pig. 3.27. Arrangement scheme of equipment
on the three-stage Titan ITIC misslle
KEY: A -- Third stage

B -- Second stage

¢ -- First stage

ISR

Toemaa
Pl it i7%
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Binova g
CalyasHe
[o:]

=

Their operating principle consists of;
as a consequence of the nonalignment of the
mass center and the gyroscope suspenslon
center due to acceleration, an inertial
moment being induced that causes the gyro-
scope to precess relative to the input axis.
The rate of precession 1s proportional to
the acceleration, and the turning angle of
the gyroscope 1s proportional to the linear
veleoclty.

e W]

RHIEHD
@]

.emy

flepdan

The turning angle is compensated by the moment required to
maintain the rotor in the assigned position (Fig. 3.29). In
other words, the mismatch angle between the housing and the rotor
of the gyroscope continually tends to zero. The signal 1s taken
off with an electromagnetic device that simultaneously serves
the function of a gyro suspension.

The gyro-platform rings are controlled by the potentiometers

oo
of gyroscopes 6, amplifiers 8, and torque motors 7 (cf. Pig. 3,28)f1’”

Temperature constancy is one of the main factors affecting
the operating accuracy of a gyrostabilized platform. To maintaln
temperature, the navigation and control gystems of the Titan mls-
sile are provided with a liquld coolant system; 1ts heat -exchanger
temperature is monitored with a precision of fractlions of a de-
gree. The gyroscopic assembly 1s combined with the electronics
block, containing the power sources and amplifiers controlling
the servo-drives of the zero-setting of the positlion of the gyro-
scopes and accelerometers. All these assemblies are swept with
conditioned air during the period of ground operations. The
total weight of the gyro-platform is about 90 kg.

Azimuthal erectlon of the platform is carrled out on the /191
ground. In the silo wall is mounted an electrotheodolite re- _
ceiving a beam from the maln prism located on the ground amd a
beam reflected from a mirror placed on the gyrostabllized plat-
form. The mismatch signal generated by comparlson of the direc-
tions of these beams is used to control the servo mechanisms
bringing the gyrostabilized platform into precise azimuth.
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Fig. 3.28. Gyrostabillized

platform
4 Aopnye Flg. 3.29. Block diagram
Llsdeiisnd o D of floated integrating
» _R iy gyroscope
8_,,_ Pomop > {—=ilemodynsmop flpecdpasobamens - : KEY: A -- Hous ing '
1 B -- Rotor
P C -- Demodulator
D -- Converter

Let us examine the errors of the gyrostabilized platform due
to gyroscope drift, imprecision of Platform erection owlng to an
error in the tracking system, and deformation.

We will determine the errors of the gyroscopes in the gyro-
stablllzed platform by using the arrangement scheme of gyroscopes
and accelerometers shown in Fig. 3.30. The overall accuracy of
& gyroscope 1s evaluated with respect to the rate of 1ts drift
relatlve to the input axis

(Piz gl'+E;Am+ EmAn+ QiAmAn. (3‘60)
i=x, 4.2,
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where €. is the constant gyroscope drift rate;

i

kn, km are the coefficients allowing for the effect of the

unbalance of masses;

The effect of temperature 1s allowed for by the coefflclents

ﬁn and Em.

Each term in the expression (3.
in the rotation of the gyro-platform

)

is the coefficient allowing for the effect of the
lack of equal ring rigidity; and

A are the components of acceleratlon acting along the
input axis and the rotor spln axils.

leads to angular errors
For example, for the

placement of the x axis in the xy plane, we have

i
ow = § (8 4 Fncdls + Emifly + @:A, A} dL. (3.61)
[1]

The errors ¢xz and ¢_, are determined by formulas similar to

expression (3.61).

<, B
< . -0" Z-zupocKon
TP~ o

N0 pae
p eme “'\.0 é I, Y

Y-axceneponzmp
Y-eugoexon E

X-eupocxon G
P

G

Fig. 3.30. Orientatilon
scheme of gyroscopes and
accelerocmeters on the
gyrostablilized platform
KEY: A---Z-accelerometer

B -- B-gyroscope

C -- Y-gyroscope

D -- Flight trajec-

tory
E -- Y-accelerometer
F -- X-gyroscope
G -- X-accelerometer

The values of the
drift errors of different
gyroscopes are glven 1n
Table 3.14 as a function
of kinetic moment (accor-
ding to D. Yarosh /43/).

From the table data 1t 1s clear that to obtaln small drifts
it is necessary to have larger rotor moments and small equlva-
lent shifts. The latter requirement poses slzable technlcal

difficulties.

The errors in determining missile veloclity due to gyroscope

drift are
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due to constant speed

AV, — ‘jj(fszdt)/l,,dt;

due to unbalance of mass

AVz, = f(fEmA,dt ) A, dt; (3.62)

00
t

AVy, = j(fi;,Azdt)A,,dt;

due to nonequirigidity of rings

AVz = f(j’qu,,Az d )A,d:.
0 0

TABLE 3.14
Kinetic | Weignt | A2851ar | proee | puiv. rotor
woment of of rate, | Roment, displacement,
£yrosgope,| rotor, deg/hr | dynes/cn
gseem/seq g mm
100 000 35 0,1 0,05 43,2" 106
100000 3 0.0! 0,005 4,32.10-6
2000 000 260 0,01 1,0 100- 106
2000 000 260 0,001 0,1 1-10—6

The platformplacement accuracy 1s evaluated by the formula

tpnm=q:’nm(o)+zf+pﬂm‘4"+r"m‘4"" (3'63)

where ¢ um 1S the angular error in the direction of the n axls
in the nm plane, and
¢ (0) 1s the adjustment errop of the gyro-platform during
nm the erection at the launch point,
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Using formula (3.63), let us determine the errors in the deter-
mination of veloclty that are due to the angular errors of the
gyro-platform

t 1

an
AVx, = ¢x(0) SAu dt,

ten (3-6‘”)
AVr, =& (At
0

/194

'en
AVz, = fPoa, 4t
L]

fen

AVr, = (Z,4;dt.
]

All these integrals are computed to the engine cutoff in-
stant ten. Thus, the maximum error in the determination of
velocity  due to imprecislon 1In the direction of the input axis
of the X-accelerometer 1s

AVz, =&V, + AVy, + AVz, + AV, + AVx, + AVr, (3.65)

The error zAVX has a major effect on the lmpact accuracy of
the ballistic mlssile's warhead on the target.

Gyroscople sensors of angular velocity (Fig. 3.29) are used
in the stabillization loops of balllstlic missiles. They take ac-
count of the existing deformation of the mlssile as affecting
the stability of the loops. The main characteristics of foreign-
built angular velocity sensors are given in Table 3.15 /77/.

TABLE 3.15
Instrument Meas. |sensi-| Natu- Weight,
TANge, [Livity| pg7
model Eg thresh. freq., E kg

gec deg ""’O’se'é1
sec

T-2008-1A-10 10 — 140 0,408 730
T-2008-1A-29 30 0,02 120 0.4—1,00 750
T-2008-1A-90 80 0,1 240 0,4—1,21 750

Accelerometers. Errors of accelerometers also strongly af- /195
fect the impact accuracy of a balllstic misslle on 1ts target.
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AVn = Bo + kinAn + k2nAn + ksnA) + mndm + (3.66)
+ mlnAmAn -+ nnAz - flmA,-An,

where B_ 1s the error due to the impreclse placement of the
accelerometer zero polnt;
kln 1s the linear component of the accelerometer trans-
mlsslon <factor;
3n are the nonlinear components of the accelerometer
transmission factor;
mo1s is the shift of the accelerometer zero point due
to cross-coupling; and
mln’ n,, are the linear components of the transmission factor
due to the cross-coupling effect.
Errors in the determination of missile velocity by one channel
(that 1s, when by = O and ¢ = 0) and with the nonlinear

components neglected are

kEn’ K

L
Avx, = S(B: + klex) dt;
o

1, (3.67)
AVr,= §(ma+miA Al de;
(1]

‘. -
AVr, = [(na+ madA)dt.
[}

Thus, the maximum error in the velocity due to accelerometer er-
rors can be determined with the formula

AV, = AVx,+AVx,+ AV, (3.68)

The values of accelerometer_errors as a function of pendulosity
(according to D. Yarosh /%3/) are given in Table 3.16.

Table_3.17 presents the main characteristics of accelero-
meters /T7/

Recently, Ilntegrating pendulum gyroscopes have begun to be
used 1n ballistic missiles /B3/. The maln characteristics of
the integrating gyroscopes are given in Table 3.18.

Indlvidual error components 1in the determlnation of the
misslle veloclty AV, zﬁvy, and leZ -- in actual calculations

-- can be regarded as Independent and subject to the normal
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distribution law.

SN

AVav

where
i

Then

[]

(3.69)

ls the mean-square error in the missile velocity
(X, Y, or Z must be substituted for 1), and
ls the mean error.

In using formula (3.69), the maximum error in the determination
of the veloclty must be determined as

AV max = J0av i

TABIE 3.16
Pendulo- ive [Overall | Error | Equivalent
Sity* of Active Error in moment mass change
accelero— MASS) \fractions ’ &
meter, g of g dynes-cm g
Z+cm
1,0 1,0 1-10~4 0,1 10600-10—6
1.0 1.0 2.10—5 0,02 200-10—6
80,0 8,0 2.10—5 0,16 160-10—%
80,0 8,0 1.10-6 0,08 8-10-6

* The pendulosity of an accelerometer refers
to the product of 1its mass by the pendulum length.

TABLE 3.17
Instru- | Type of ensi- |Meas. Meas. osWeight,
ment instru- ':hll\;lty gigfll- range ’._1_ g

sh ’ g sec

codel ment old, A

| &
F-2401 Pendulum 5-10-5{ 0,01 | £20 | 1100 | 110
LA-800 Linear 1-10~4! — |1~ — 90
A-141-02 Pendulum 5-10-5] 0,01 | £153 | — | 200
A-200, " 5105 [ 0,01 | £20| — 7a
A_w) 1

For higher acecuracy of inertisl control systems in ballis-

(3.70)

/196

tic misslle flight various methods of compensating for the equip-

ment errors are used.

For example, the shifting of the zero

point of an accelerometer (this compensation is most often performed
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Plg. 3.31. Main characteristics of
onboard digltal computers of ballistic
mlassiles:

a -- mean operating speed per_kg of
welght and per decimeter3 of
volume of computer

b -- volume of memory per kg of computer
welght and per decimeter> of com-
puter volume

¢ -- required power

KEY: A -- Number of operations/kg
B -- Number of operations/decil-

meter3

-~ Years

-- Bits/kg 3

-- Bilts/decimeter

Saturn onboard computer
-- per kg 3

-- per declimeter

-- P, watts

HIoQEmEgo
|
1
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with jet accelerometers); supplementary turning of the gyrosta-
bilized platform; and control of gyroscope precession. '

TABLE 3.18
Instru- | Kinetic| Drift, deg/hr -
moment;finde- %ropor— propor4Weight{Power,
ment dent{eiohal [tional
model g-cm2/ penden to o "
/sec of g tg
g ' g
. |
MIG 100 — 0,5 - 20 | 2,3
0G-37 1020 — 005 | — 95040 | —
G-1-H3 30 3 ki 0,18 2830 3
G-T1-B 1800 — - - 1590 6

Onboard digital computers of ballistic missiles provide con-
trol of missile flight (implementing the flight program and con-
trolling engine cutoff), monitor onboard and ground system equip-
ment, and so on. The main characteristics of onboard digital
computers are given in Table 3.19. As we can see from the data
in Table 3.19, computers of this class are light in weilght and
take up l1little space. The operating speed of an onboard computer
is qulte hlgh and amounts to 500,000 operations per second Z§2§7.
Fig. 3.31 a - ¢ presents functions characterizing trends in the
development of computers. At the present time high reliability /19
indicators of computers have been achieved (the mean error-free £122
operating period of the best onboard computers is 15,000 hours).
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TABLE 3.19 ONBOARD DIGITAL COMPUTERS OF BALLISTIC MISSILES AND MISSILE
LAUNCH VEHICLES

Name of LYI.. 8 Name | Characteristics of onboard computer _
onhoard ade % .of type | number| tipe Type of|Mem{ .. | Req. ‘g ‘é
computer ¥ |miss- | of of add. imemory |OTY | cegg |Power d
vy | ile jele= [f45 s [maltip. capa| time,| ., |f | B
ments C‘lty’ jisec t,ké dms
ABAC 1960 | Semi- , % |Quartz 1| s,
U.S. | Atlas]condue- 28 1% delay _128 26,5
tors 1000 [ 1ines | 2048
DJGAC 1963 Semicon._ 16 Ferrite i‘ 75 “..B 9.1
U.5, ductors " cores | 2048
D261.} 1963 Integ}:‘a-—'l?—-lﬁ 8 Ferrite 8192 50 5.9 | ~4,8
U.s. ted cir- 8
. . cuits cores
D-378 1965 [U. 8. (1inuteq Integra-| g4 Magnetic| ggi2 30 |16,5] 20,2
man fted cirec. dises
Titarr on- | 1964 Titan Integra-|i6—24] _150 Perrite| 9742 4 110 12,6 13,5
boag&tggm— U-S_- 111 ted cire W0 | cores
'SMAC 1965 |5 o ‘ Integra-| 26 { 16 | Thin ~8000f 8 | 30 | 7 5.4
T ted cirec. | films
Onboard 1964 Sat- iH{brid | 28| 8 |Forrite |BXAUI 130 ;34,9| 68
.S. ntegra- 398
cg'ﬁﬂﬁﬁr o JeSelurn v ted cir- 328 cores
cults

QE6T/



FOOTNOTES

1 The 1ast figure is quite understandable if 1t is consi-
dered that in a modern civil aircraft there are about 2000
connectlons; 1if each of them has T, = 107 hours, the mean

time between two fallures of t%e entlre system due only to
the connectlons wlll be 5 . 102 hours. Converting the elec-
tronle clrcults of clvll aircraft to mleroelectronle circuits

will permlt an lncrease in the Tav of all the electronlec

circults to 5 -103 hours (including the improvement galned by
reducing the number of connections?.

2 The noise factor l1s expressed 1n decilbels, that is,
10 1g kno' Noise factors of receivers depend on wavelength.

In actual caleulations, the following data can be useful

/1017:
A,ocm | 2—6 | 10—40 | 100 and above
4 db | 10—20 | 7—14 | 310

3Herez= \)-2 in F = 2.14\fp .

* 1n formula (3.42) 1t is assumed that the displacement
veloclty of the transmitter ls somewhat larger than the radio
slgnal propagatlion velocity.

5 0A and OB are the right and left beams of the Doppler
radar, respectively (cf. Fig. 3.21 a).

6 The mean operating speed of the onboard computer was deter-
mined in carrylng out programs when short operatlons (addition
or equivalent operations) represent 90 percent, while long
(multiplication) operations represent 10 percent of the total
humber of operations.

7 ¢xy_is the error of placement of the X-accelerometer in
the xy plane due to drift of the Z-gyroscope.
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CHAPTER FOUR /200
COMBAT AND TECHNICAL CAPABILITIES OF CONTROL SYSTEMS OF
ATRCRAFT AND MISSILE COMPLEXES

Combat capabillities of control systems of aircraft and missile
complexes are determined by the kind of misslon performed, the
assigned conditions of combat application, and the tactical-flight
characteristics of flight craft. When considering combat flight
craft, the means of armament, nature and intensity, and counter-
measures of the enemy, and other factors are vital. Therefore
an exhaustive evaluation of the capablilities of these complexes
represents a very difficult mathematical problem, whose solutilon
often cannot be cobtalned in a final form.

When deslgnlng mllitary .systems, combat capabillities of
complexes are evaluated based on deterministic requlrements, among
which we can include the lines of interception, practical opera-
tional radlus, altitude of combat application, bomb load, time
for performance of combat mission, and so on.

Strictly speaking, thelr values change randomly from alrcraft
to aircraft (of the same model). However, these differences are
so small that they are usually neglected. Foreign military
speclalists (/I34, 170, 171/) use one or two generalized criteria
permitting a comparison of the capabllities of control systems in
evaluating the capabilities of each of the complexes. For exam-
ple, the evaluation of complexes of interceptors can be made on
the basis of the lines of interception wlth respect to the flight
altlitudes of targets. Combat capabilities of multimission
fighters and bombers can be evaluated from thelr operational
radil wlth complete payload for adopted types of flight profiles. /201
Capabilities of transport aircraft (/35, 367) are evaluated by o=
hauling costs (ton-kilometers 1n rub1e55 .

Capabilities of missile complexes /66/ can be evaluated by
the target interceptlon zones 1f the interception 1s executed by
surface-to-air or alr-to-surface mlssiles; an air-to-surface mis-
slle complex 1s evaluated by the zones of possible launch. Capabi-
lities of long-range ballistic missiles /39, 96/ are determined by
the types of the fllght trajectory for both the missile itself,
as well as 1ts warhead and, 1n addlitlon, by the warhead character-
1stlics. The time for executlng an assignment -- the interception
time -- 18 vital for alrcraft and antiaircraft 1nterception com-
plexes. In determining lts value, the requlslte conditilon of the
equality of the flight time of the interceptor and the flight
time of the target up to the Impact (interception) point must
be satlafied. It is called the tlime balance condition and 1is
wrltten In the form
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Ty=itin.g ° (4.2)
fwl

where Tt 1s the flight time of the target up to the Impact peoint,

and
is the time required by the interceptor to perform the
successlive stages of Interceptlon.

tin.1

Summation is extended over all stages from the instant of
target detection to the lnstant firing begins or the milsslle fuse

is activated.

Equation (4.1) allows us to determine several parameters
characterizing both the complexes, as well as the interception
processes. The sum appearing in the right side of equality (4.1)
can be expanded as follows:

‘Ef‘=tie+tpre+tap+tat ! (4.2)

where tde is the time required by the commander to make a declslon
on target interceptlon;
t is the time required to prepare the interceptor from the
PT€ moment the command 1s transmitted up to the takeoff; /202
ta is the time needed for the interceptor to approach the
p target; and
at is the time requlred by the interceptor to get into a
pogition suitable for firing and destroying the
target.

t

The two left terms depend both on the lnltlal conditions
(takeoff conditions) and the target flight trajectory, as well as
on the maneuverling characterlsties of the Interceptor. In turn,
they can be represented as the sum of several terms, each of which
depends on the parameters of acceleration and c¢limb in the vertical
plane, or on the turn parameters, or else on the parameters and
the selected method of guldance ln the horlzontal plane.

B xn
Floas FJ/ Aé- Fig. 4.1. Region of air tar-
get iInterceptlon

The interceptlon complexes
are also characterized by the
interception region. Fig. 4.1
presents the reglion of alr
. I VA * ¢ target interceptlion by air-

o 7 n craft or misslle complexes,
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It is bounded by the following surface, whose traces are shown in

Fig. 4.1 by the following lines: DC bounds the minimum target
flight altitude at which it can still be intercepted; AB bounds

the maximum altitude at which the given alrplane or missile can

8t1ll perform the 1lnterception; the ray AO corresponds to the

largest tracking angle of target and interceptor (aircraft or

missile) by radar; BC corresponds to the maximum range of the /203
interception missile or ailrcraft complex; and OE corresponds to -
the minimum interception range. The larger the interception

range for the same inlitial welght of the flight craft, the greater

are the combat capablllities of the complex.

Now let us turn to evaluations of the combat capabilities of
various interception and attack complexes based on the main
generalized characteristics.

4,1, Interception Lines 6f Flghter-Interceptors

As already stated, the main characteristlc of the combat use
of fighter-interceptors 1s the interception line, 1.e., the maxi-
mum distances from the takeoff point of the aircraft to the point
of air-to-alr missile launch or firing of cannon-gun armament.
There are several interception schemes, of which twoare the most
important /72, 215/.

The first scheme consists of when the Interceptor must attack
the target in the shortest time (high-speed interception). In
thils case the interceptor flight takes place practlcally entirely
at top speed. In Flg. 4.2 a-b 1s shown the flight proflle of a
fighter executing a high-speed interception in the frontal and
rear hemispheres. When the alrcraft returns to the alrfield, it
must have an unspent fuel reserve equal to 7 percent other than
the fuel reserve In the maln tanks.

Let us represent the tilme expended 1in making the flight for
high-speed interceptilon in the rear hemlsphere in the form

tap=tac+tcl+tac+tcl+‘tle+t_ +

1 1 2 2 1
(4.3)
oo, * tlez Pl t te

where tac is the time spent in acceleration with afterburner to

1y = 1000 km/hr;
1s the time spent in.climbing to the altitude H =

10 km with afterburner at V = 1000 km/hr;

tac 1s the time spent in acceleration to M = 2.0;
2

t
cl1

1s the time expended 1n c¢limblng to the altitude H =
17 km;

t
cl2
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t is the tlme spent in level flight at M = 2.0 with after-

le

1 burner until the moment of target attack;
t is the time required by the alrcraft to disengage from
P-8 the attack;

t 1z the time spent in gliding wilth deceleration down to /205

gl
1 H =13 km, V = 1000 km/hr;
t is the time spent in level flight at V = 1000 km/hr at

le
2 H = 13 km (return to airfield);

tgl 1s the time expended in gliding down to the glide path
2 leg; and
t1a is the time spent in flying along the glide path and
landing.

Knowing all these quantities, one can determine the maximum lines

of high-speed interception Rmax when a fighter 1s sent to the alr

on a slgnal from a long-range radar emitted at a distance of Rfo
from the airfield and with an air target detectlon range Rdet =
600 km (cf Fig. 4.2 a & b):

=R + R, -V

R:'Ln max det fo t(t

in.cal * tpre * tac1 * tcl1+

%c +td_+-ﬁe).

2 2 1 (4.4)

Here V, 1s the target velocity.

t ,
Here the following condition must be met:

0.07 Gm + G + G + G + G + G +

gu - Cmafu T (Gtax ac, el ac,
+ 6y et Gle3 + Gglz + Gy Gg11) ,
(4.5)

where Gm fu is the welght of fuel in the maln tanks;

Gtax 1s the welght of fuel expended 1n aircraft taxiing; and

,etc. are the amounts of fuel consumed In individual

flight phases.
High-speed interception lines as a function of target flight altil-
tude when it 1s attacked in the frontal hemisphere and for a given
Rfo value are constructed based on these formulas in Fig. 4.3 a.

G G
acl’ cl1

The time spent in flying in high-speed interceptlon 1in the
rear hemisphere 1s increased by the time needed in making a 180¢
turn (cf formula (2.9)) and by the attack time t ,:
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Pig. U4.2. Fighter flight prcfiies In Zhe “nterception of

(4.6)

L -- b, an alr target /Continued/
2
M -- V = 1000 km/hr
N -- Interceptor attack zone
o -- Positiz; of targets
P --R R =R . _
ing. nen intercepiore . nia1 hemisphere
Q -- ¢
ac,
R - t -
. E4o
S -- tde + tpre
T -- Airfield
U == Bgy
Vo-- Ryeg
W -~ Disengagement from atvack
X -- Radar fleld
Y -- Target
Z - t.
tu
g
Bt -- R R =R
in, &'in, interceptor, ... nemisphere
t = 1
ap3 tapin * ttu * tat

The fuel consumption (h.S) is here also increased by Gtu and Gat

The high-speed interception lines when a tar

attacked 1n the rear hemlsphere are also plotted

in which i1t is clear that the lines of high-speed 1lnterception by

g

L

et 13 beling
n Fig. 4.3 a;

modern interceptors extend to several hundreds of kilometers.

strike the target at the

The second scheme consists of when the interceptor must

reatest distance from the alrfield deep

within 1ts own territory {long-range interceptlon). In this case
the interception 1s executed in the radar field of statilons, and

the flight is performed with

nonafterburner regimes and only on

approach to the target does the fighter uge its afterburner
(Fig. 4.2, c¢,d)
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Q terception lines:
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The long-range interception lines when targets are being
attacked in the rear and frontal hemlspheres are plotted in
Fig. 4.3 b. In the second interception scheme the lines of the
given interceptlon are appreciably longer and are 1200 - 1400
km for the best alrecraft.

The combat assignment will be succeszsfully executed by the
fighter-interceptor 1f the ORAD /onboard radar/ detects the target
at Ry, and locks onto the target at R - The onboard

ORAD CaPoRraD
radar has a scanning sector in which the air target must enter.
This is attalned by leading the interceptor with ground facllities
with glven Rcapo < hinland velocities vin and Vt into the
zone of posslble agircraft attacks.

The 1leading error hin of the interceptor using ground faci-
lities 1s determined by the following formulas (cf Fig. 4.4): /207

A
n = arcsin (—Lﬂﬁéin ¢ );
Vin t

R = YR, +r2— 2Rr cos';i_m;

, =arcsin [ rSin(m—%i4 :
]/R?t-}- r’—2Rrcosg |
P=w1+etg,
V.
(Rt'f':y-,_tf:tA@{A]) siny
8 =arctan 11

v ’
Rt’—‘tARt_' (Rt+ﬁlfd:ARin)C05p

in

v=pj-_-et-—£2-+6; é (4-7)
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cp_t=::—u4—5:

Birl=n—vibVSe; |

’:-if (Rirposcp-—Rb—-\%r) cos &, — (4.7)
in

. Vi

_rsin(n—q:in) (smein——é),

where Rin is the initlal range from the ground radar to the fight-
er-interceptor; Rt‘is the distance from the ground radar to polnt
Cy (impact point.);ARt is the error of the radar in determining
the range to the target; ;ARin'is the error of the radar in deter-

mining the range to the fighter-interceptor;té is the error of
the radar in determining the target azimuth; €11 is the error of

the radar 1n determining the azimuth of the fighter-interceptor;
€ is the error in determining the fighter-interceptor heading;

ein i1s the true heading of the fighter-~interceptor; Bin cal is
the calculated headlng of the flghter-interceptor; Vt cal is the
calculated alrspeed of a target; Vt 1s the true alrapeed of the
target; and hin 1s the error in guldance of the fighter-intercep-
tor.
The flghter-interceptor guldance errors hin are determined

by formulas (4.7) in relation to the initial conditions, ground
radar errors, and the varlation of hin as a functlon of the

¢, and ¢, 1s plotted in Fig. 4.5 /72/. From this

graph 1t 1s clear that an increase in radar error leads to an
increase in the error in guiding the fighter-interceptor to thé
target, therefore, to an inerease 1n the required ecapture range
of the ORAD.

guantities
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&%'Fig- 4.4, Main symbols in the /208
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20— - _ _
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0 1 2 g s,-cnra,;md
4,2. Operational Radii of Multimission Fighters and Bombers /209

The high level of equipment of AAD with missile complexes
radically alters the tactlcs of the combat use of attack aircraft.
Alrcraft of this type began to deliver means of attacking ground
targets either at high flight altitudes (close to the maximum) or
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at low flight altitudes (100-200 m), which strongly reduced the
probabllity of thelr being hit by antiaircraft misslles and fighter-
interceptors.

Filg. 4.6. Flight profiles of

A __ __
”#Tjﬁf" V=00 PV ) multimission fighters and bomb-
! ers

7 L 1 C
V( B ‘P_‘iﬁgm KEY: -=- V = 1000 km/hr

== Rgep

-- Target
== Ry str

oo oe

\ Multimission fighters
\ supplled with bombs and air-to-
surface mlssiles, and also bomb-
s ers can perform flights in
4 — L three of the most expedient

b) flight profiles,

 V=10008nyy

The first profile is when the flight 1s performed entlrely at a
low altitude (so-called low-altitude flight). In this case after
climbing to H = 100-200 km, the flight 1s performed at the velocity
V = 1000 k¥m/hr until the aircraft reaches a distance to the target

L = 80-100 km, after which the flight veloclty 1s increased to vmax

(usually this is 1200-1300 km/hr). After dropping the bombs and
releasing the alr-to-surface gulded missiles, a turn 1s performed
and the alrcraft returns to its airfleld, initlally at vmax’

but then its speed is reduced to V = 1000 km/hr (Fig. 4.6 a}.

/210

The second profile is when the flight 1is executed at a hlgh
altitude at the speed V (M = Mmax) (so-called high-speed, high-

altitude flight). Here the alrcraft c¢limbs to H = 10 km, then
executes level flight at V = 1000 km/hr, and again climbs to the
assigned altitude. Flight at the assigned altitude can be performed
at M = Mmax‘ After dropplng the bombs and releasing the misslles,

the aircraft turns around and returns to its alrfield also at M =
In the leg to the airfield, the alrcraft glides in and lands

ax’
(cf Flg. 4.6 b).

The thilrd flight proflle does not differ in any manner from
the second, however flight at Hmax toward the target and the return

to the alrfield is performed at ¥ = 0.9 {so-called long-range,

high-altitude flight). Filg. 4.7 presents the operatlonal radll of
multimission fighters and bombers as a function of flilight altitude.
An 1nerease in the payload weight reduces the operatlonal radli of

attack fighters and bombers and reduces the altltudes of their /211
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Flg. 4.7. Operational radii

5
[ F-1056 YFIA A of multimission fighters
M=20) "mpf}?w; nHUPANIT™ g co g and bombers as a function
! I’ /}‘-m of flight altitude for nor-
i { ’ yd mal payload weight (without
f / / auxiliary fuel tanks)
KEY: A -- Mirage IV
/ / B -- For flight at
s / 3 y M =20.9
/ B |—"pu noreme C -- For flight at
o |——"pa_rosem M= Moax
/ e M=Mmax D --R
str
v 07 7000 7500 2000 1) Rgam

combat use, Fig. 4.8 shows the dependence of the bomb load
welght on the range of the B-52C bomber, and Flg. 4.9 shows the de-
crease 1n the flight altitude of the B-58, Mirage IV, and F-104G
as a function of payload weight (bombs and missiles in mountings).

Flg. 4.8. Variation in range of B-52C

A Gor
ud N | bomber as a function of bomb load welght
2 N KEY: A -- G, /b = bombs/
L,
20 i
- |
0 5000 19000 7 ot
N xmw
20 ! Fig. 4.9. Varlation in combat-
_ ! use altltude of the B-58, Mirage
N:-.\ \1\ IV, and F-104 as a function of
75 Py ‘~: g [~ payload weight:
VNN UIN TN, (e Afterburner
Vo Mepzx | TTTC Without afterburner
\F-109¢ '\ 7,
170 - f i\ KEY: A -- Mirage IV
' ; B -- Gpay’ tons
5 | i B

25 &¢ 35 700G

4.3. Operating Economy of Transport Alrcraft

The operatlng economy of transport aircraft is the mean indi-
cator characterizing the costs of cargo or passenger transportation.
The indicator of operating econom s 48 1s usuval, refers to the cost /91
of a ton-kilometer in rubles /35/, 1l.e., /212
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¢ =% (4.8)

where P are the costa of operating the alrcraft for one flight
hour, in rubles/hr; and
I = planned aircraft capacity in tons-km/hr.

The capabllity of a transport aircraft 1ls determilned by 1its
planned hourly capaclty, which depends on the alrcraft's payload
and flight velocilty. Planned capacity 1s determined by the formula

pay pay gr
where G = maximum payload in tons;

pay
Vgr 1s the aircraft's design speed; and

Koay is the payleoad factor (based on the standards of the
Civil Aviation Fleet, K . = 0.65).

pay
The designh aircraft speed can be found by using the following func-

tion:
Vo= L

- Lio. o] 4.10
(%cru +O. ) * t1:0 ( )

.0l

where L 1s the difference between alrfields 1n km;
Lto cl 1s the horizontal projection of the route covered by the

ailreraft during the takeoff, climb, descent, and landing,
in ¥m;
v is the flight crulsing speed, in lm; [sic]

cru
is the time spent in taxilng, takeoff, c¢limbing, accelera-
tion, descent, gliding, and landing (tto o1 = 15 minutes

for turboprop aircraft, and tt 1 = 10 minutes for turbojet
aircraft); and ©.c

W 1s the wing velocity, in km/hr (usually W is taken as
50 km/hr).

to.cl

The maxlmum payload is usually indicated Iin the maln technilcal
characteristics of alreraft (cf Tables 2.7 and 2.8). The payload
can be calculated by the following formula for passenger alrcraft:

. (4.11F 7213
Goo = 75N +gN + 290 (Vbag-i’_zo) -
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where N 1s the number of passenger seats;

q 18 the welght of one passenger's baggage {q = 30 kg for mailn
lines of the CAF /Civil Aviation Fleet/ and q = 15 kg for
local CAF lines); and

Vba is the capacity o§ the baggage and cargo compartments of

€ the alreraft in m-.

Thus, to determine the costs of flights at varying speeds
(formula (4.8)), it remains to determine the costs in operating the
alrcraft for one flight hour. In accordance with the method adopted
for the CAF, operating costs per flight hour depend on the amortiza-
tion of the alreraft %Pa a’ amortization of the engines Pa en? out -

lays for repair and maintenance Pma’ fuel costs Pfu’ and crew wages

Pc.w'

P=l'35K,(P8-a * Pa.en * P‘t.e + Pc.m)’ (4.12)

where K' is the coefficient allowing for other direct costs (over-
head costs are allowed for by a coeffileclent of 1.35).

Individual terms appearing in formula (4.12) are calculated
using the following expressions:

B, 5= T -

2

Caﬁl+gp_ i )] !‘
' (4.13)

en

c_[1+02 (-Tin— 1 )]‘\;n (
am.en= Ten "‘

where C_ 1is the price of the new aircraft (without engines), in

rubles;
Ta 1s the amortization, or total service 1life of the alrcraft,
i1n hours;
t. 1s the service 1ife of the alrcraft between two overhauls,
2 in hours;
Kca a is the ratio of the cost of one overhaul to the price of /214
P8 the new alreraft without engines (usually, Kcap a is taken —

as 0.1-0.12);
is the cost of a new engine in rubles;

C
T 1s the amortization, or total service life of an engine,
in hours;

t is the interrepair service period of an englne service life,
in hours; and

1s the number of engines on the aircraft,

2

177



Tn the second formula (4.13), the coefficient of 0.2 shows
that the mean costs of repalring an engine are 20 percent of its

initial value.

S. M. Yeger /35/ proposes that the costs of an airplane and
an engine (in rubles) be determined by the following relationships:

/TJE = turbojet engine; TBP = turboprop engine/
Qutlagys for repalirs and technleal maintenance of aircraft and engines

G = 20(Gomp — G
Cn= 7P, for TJE;
Cen= “Nto for TEBP

are determined by the formula

%;a ==.KﬁaG

rubles/hour-ton;

Kma . €1

p
%O in xe).

If the aircraft 1s operated wlth a turboprop engine, then N o must
o in formula (4.14), in hp.

replace Pt

The cost of fuel per flight hour 1=z determined by the formula

F

fu

where Cfu is the

K is the

duetﬁo
G is e
G is the
fu.r

T

fu

T

Cqufu(G

fl.fu

is the specific cost of maintenance and repair of an
englne 1in rubles/kg of thrust.hour; and
is the takeoff thrust (for turbojet and turbofan engines,

* Gfu.r)

T

cost of one ton of fue13;

coefficient allowing for an inerease 1n fuel cost
the consumption of aviation oil;
total reserve of fuel consumed In the flight, in

fuel reserve,

is total flight time,
The corresponding values of variables appearing in formula {4.15)

in tons; and
in hours.

are determined by the followlng functlons:
L-TL

to.¢el

T
ap

6oy gy = @
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V. +
in.cal —

W + t

L

[skavi

to.cl 3

Crm + 0.28 P‘to

emp4-§ﬁ-eéﬂnf%0'

where Kma is the specifilc cost of maintenance and repailr of the
alrframe of the aircraft with equipment 1lnstalled, in
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where chu is the mean hourly fuel consumption at a given altitude

and eruising speed, in kg/hr.

Crew wages per hour of aircraft operation are determined by
the formula

= C

Pwa fl.prlap * CsteNste , (4.127)

where C are the mean hourly wages of one person of the

fl.p and Cste
flight personnel and cabln attendants; respectively.

The costs € as functicns of fllght altitude, velocity, and
range (Flg. 4.10 a-d) were calculated based cn formulas (4.8),(4.17).
From Fig. 4.10 a, b, and d it is clear that with a reduction in
flight range it 1s more advantageous to reduce the flight altitude
and to Increase the c¢rulsing speed, slnce an increase in fuel
consumption in the level flight phase 1s compensated by a reduction
in fuel consumption in elimbing and in descent. The operatiln
economy of the alrcraft rises with increase in payload (Fig. i.lo cl.

Fuel consumption 1n transport alrcraft calculated for a flight
range L = 3500-8000 km is 30-55 percent of total outlays.
Therefore the use of modern engines with more fuel consumptlon on
transport alrcraft will permit a reduction in the costs of passen-
ger and cargo transportation.

With the transition of transport alrcraft to¢ supersonic flight
speeds, the general trend in Improvement of operatling economy has
been malintalined. An increase in range leads to reduction in the
costs of passenger transportation. Filg. 4,11 shows the cost of
transportation as functions of flight range for supersonic alr- /216
craft. As Fig. 4.11 shows, by this indicator alrecraft of this -
type are close to subsonic craft.

To determlne the optlmum c¢ruising speed, let us use plots of
the variation of the annual income (in arbitrary units) and the
return on capltal lnvestments 1n percent in the coperatlon of a
Concorde type aircraft as a function of M__. (Fig. 4.12).

The optimum value for crusing flight speed;, as seen in
Fig. 4.12, is Mopuy = 3.0. Reducing the variation in annual 1ncome

and capital investment return at Mcru< 3 is accounted for by

an appreclakble rize 1n the costs of the aircraft and 1n operating
outlays.

The same concluslons about the optimum Mcru value can be
made on the basls of a determination of the maximum range coef-
ficient (Berget coefficient). The Berget coefficlent is caleu- /217
lated by the following formula:
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the specific impulse of engines; and
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Filg. 4,12, Variation in annual income

¥
3”’“§ me? and return on capltal lnvestments in
Zanfsnd numasgdrons. the operation of the Concorde as a
3 i "”,,—ﬁ\ function of the number Mcru
5”’“§ D G KEY: A -~ Return on capital invest-
g roatr menta
,§ § E B -- Annual income (arbitrary
¢ 7 3 7 M units)
C -~ Return on capital invest-
ments
D -~ Annual income
E--M

The dependence of B on cruising flight M is shown in Flg. 4.13:
theoretlcal curve 1, where the B number depends only on velocity;
the actual B number curve 2, and curve 3 that allows for the varia-
tlon In the welght of the empty airecraft -- all these curves have

second maxima of Mcru when Mcru:> 2. It 1s clear from Filg. 4.13

that the second maximum of the B number is observed in the range

E:CMcru<:3. A decrease 1In the coefficient B for large Mcru is

dlictated both by an increase in the weight of the empty ailrcraft,
for aerodynamlc heating reduces the effectiveness of the design,
as well as by lncreasing the weight of assemblies gr?viding for

flight at this speed. The first maximum M,y = 0- cf Fig. 4.13)

corresponds to the earlier obtained data on the costs of flight
in a subsonic transport ailrcraft {c¢f Fig. 4.10 a and b}.

At the present time, in the development of transport aviation
a trend has been noticed abroad of building the same type of air
craft suitable for use in civil and military aviation. The most
typlical representative of this type of aircraft is the Lockheed /218
C-5A. Characterlstics of the ILockheed C-5A are shown in Table 4, 15==%

A
2= 2
SNy

Flg. 4.13. Range coefficlent B as a function

of the Mcr number

.|
u
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eac

unprofltable operation.

From Flg.

For the Lockheed C-5A 1n the cargo version, we can distlinguish
two reglons based on parameters, alrcraft loading, and the minimum
flight range (Fig. 4.14): economlcally profitable and economically
4,14 4t is c¢lear that the opera-

tion of the cargo version of the C-5A aircraft over long lines 1s

economically profitable even when there 1s conslderable underload-

ing.
4,4,

Zones of Possible Alr-to-Air Missile ILaunch

Zones of possible launch are determined by the motion para-
meters of the flghter-interceptor and the target; by the errecr
guiding the flghter-interceptor to the instant of missile release;

1n
L)

the misslle veloeity; by the range of the radar and the RHH

b
Z%adar homing head/;

by the turn angles of the antennas of the

radar and the RHH; and by the guidance methods of the fighter-in-
%%éfeptor and the missile.

/219



Fig. 4.15. Main symbols in the
scheme of target interceptilon 1n
the frontal hemisphere and the
release of an alr-to-alr missile
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To construect the missile release zones, we must find, by /220
calculation, the dlstances from the fighter-interceptor to the _—
target at the instant of missille release as a function of the
heading angles, range, and flight time of the milssile until it
encounfers the target. By plotting the calculated values on a
polar dlagram, we get the zones of posslble missile attacks ZE
Fig. 4.15 /72/ gives the maln symbols used in calculations and
in ¢onstrueting the zones of possible missile launch. Iet us set
up several mathematlcal relationships on the basls of the symbols:

, (Vt. )
n, = arcsin |-—sing ) ;
Vin

n,== arcsin (%“‘sin q:.t);
m

_ R, ' (4.19)

cosn +sinn cig q:a-‘
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are the lead angles of the alr-to-air missile and the

ailrcraft, respectlvely;
1s the flight time of the missile to the impact point;

is the angular error of guidance;

1s the tlme expended in the approach of the flghter-
interceptor and the missile given in condltlon that
a minimum miss is attalned;

is the range between the fighter-interceptor and the
target after correctlon by the alrcraft of the error
of gulidance to the target;

is the range of the misslile flight tc the impact
polnt with the target given on condltlon that the
misslle launch occurs at the Instant of impact;

/221



Fi

I‘tu

is the fighter-interceptor turn radius;

n ls the g-load of the filghter-interceptor during the turn;

and

¢

hor

1s the turn angle of the fighter-inferceptor antenna as
to azimuth.

The system of equations (4.19) 1s solved by numerical methods;
the functlons obtalned as a result of the solutlon are shown in

g. 4.16.

The fighter-interceptor attack zZone 1n the horizontal

plane, shown in Fig. 4.17, can be constructed with these graphs.
Curve 1 1z bounded by the target lighting zone of the ORAD for the
launch of an alr-to-alr milsslle, and curve 2 1s determined by the
The fighter-lnterceptor attack zones have been

range of the ORAD,
constructed in Fig.

4,17 wilthout the constraints imposed by

the conditions of disengagement of the interceptor from the
attack /215/. Ordinarily these conditions impose constraints on
curve 3. The expansion of the fighter-interceptor attack zones /223
can be obtained by 1lncreasing the turn angle of the radar antenna ——=
to ¢hor = 80°, by changing the alrcraft homing method, or by extend-
ing the range of the ORAD (the zone is hatched in Fig. 4.17).
1 Fig. 4.16. Functi h t
4, pad P> g. ctions character
uﬁm = A —T izing the homing of fighter-in- 25== /222
B e = i B tercepfor and air-to-air missile:
m;y,?/. ffia;;T ZE I .&”mm ~. @ =-- Antenna turn angle as a
_/4ﬁﬁﬁo e 'R°”%;" function of target heading
w ; wedersse B8 | r b -- Interceptor and missile
45%£;$ﬁﬁgﬁ$$ﬂm //4/, lead angles as a function
2q (ERLL0CPIME Camenme) =60y of target heading
b P ¢ -- Ranges of direct visibi-
) 25 50 9, 2gad Jg e TR lity of target after
WMy 2pad a)m ahg y Ko 4 $u 2000 correction of the error
G " ' D ,ﬂﬁ/ in the guidance of the
- ,J%”' ” B interceptor as a function
T, ‘ S — ﬁ¢// of target heading
W ! p, d -- Time expended in correct-
3 AT ing the sightling error as
2 2 — s £ | BB~ a function of target head-
ing
H, | P , ' F -- Missile flight range to
Baww D pM Wl BB W80 Gy encounter with target as
| K20 ] i e a function of heading
5 )/ T D lgst f -- Missile flight time to
5 ! | ] il encounter with target as
oh—= KL Ay w | 7 i a function of heading
i ] 1 KEY: A --¢ deg
{ Ba=i0nm el Af gt hor?
5-—&....—-.___.——"" " » E BIRM B - Rt _ lO l,cm
’ v ’ ?; } P I C -- ¢h01” = 600
2
20 c)ﬂ? 60 9y zpad 7 fia 60 o zpad D -- Rt = 20 lkm
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From this flgure is also c¢lear that the homing equlpment in-
stalled on the interceptor, for Rcap = 20 km, does not provide a

ceircular zone of alrcraft attack (cross-hatched), but this leads
to the 1nterceptor belng led to this zone at a certaln probablllty

wcap (cf Chapter Six).

Fig. 4.17. Zones of possible fighter-
interceptor attack of target for a

limited turn angle of ORAD antenna,
¢h = 60°
or
I{EY: A._-¢t=90
. £n®
B -- ¢hor = 60
C -- Zone of Interceptor attacks
at R = 40 lm
cap_
D -- $op = 90
E--¢t=0°
Fouk nyCAa porem F -- Missile launch zone
¢ -- Rin

The fighter-interceptor possesses a zone of posalible attacks
also in the vertlcal plane. The method of constructing the zones
is similar to the one examined above. It must be noted that in
practical calculations the system designed it determines two 2zones
in the horizontal and vertical planes EE s although actually one
three-dimensional attack Zone exists. e zones of three-dimen-
sional attacks are determined with refinement of the homing laws
of the fighter-interceptors at the stage of preliminary deslgning
of aircraft homing systems. In this case the parameters of the
homing systems are selected with allowance for the effective nolse
(interference) acting on the systems.

Now det us turn to determlining the zones of possible alr-to-
alr missile launch. The final sectlon of the zZones of posslble
alrcraft attack 1l the initial sectlon for the mlssile launch Zones
(stressed in Fig. 4.17 by cross-hatching).
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Knowing the characteristics of the varilation in missile flight
veloclty (or calculating it by formulas (2.20) and (2.21)), let us
determine the misslle flight trajectory by the formulas

( dt /224
X = svmcos (gn 57) df; :
0 o m (4.20)
dt

t t
y=j;'Vm sin (gn§v;) dt. |

In Fig. 4.18 1s plotted the corresponding characteristic
obtalned by the numerical integratjion of expressions (4.20). The
1ines of equal values of tm’ n=y 8¢, and M are plotted by the last

two formulas of the system of equatlons (4.19). The corresponding
construction for n 1s performed in Flg. 4.19 a. By placing a
transparent sheet (with Fig. 4.18 printed on it) on Fig. 4,19, let
us find the points of interception equal in time (i.e., t = t')
for different initial missile flight directions v, (coineiding

with the target heading). By Joining different values of these
polnts with a curved line, we obtain the zone of possible air-to-air
misslle launches. The boundary of the zone is constructed in

Fig. 4.19 a with a solid bold-faced line.

It fightef guldance 18 executed at the lead point of the
encounter of the missile wlth the target, then we must allow for
the lead angle by means of the formula

;= arcsin (;::-G )sin P (4.21)
o

Here the inltial bearing to the target must be directed by allowing'/226
for the angle n_ (cf Fig. 4.19 c)}. Under the second guldance =

method, the mlsslle launch zones are enlarged.

J o Fig. 4.18. launch range of air-to-air
missiles with different time interval
At
KEY: A -- tm = 22 seconds
= 2 seconds

B --t_

X AR
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Filg. 4.19. Zones of possible air-to-alr missile launches:
a and b -- For the flight of a fighter-interceptor along a pursuit curve (a -- in the

horizontal plane, b -- in the vertical plane
¢ and d -- For the flight of a fighter-interceptor at the lead point of missile-target
impact (¢ -- in the horizontal plane, d& -- in the vertical plane)
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The launch zones shown in Fig. 4.19 a and b were constructed
in the horizontal plane. Launch zZones can be similarly cornstructed
in the vertical plane (cf Fig. 4.19 in ¢ and d). If the missile
has good roll stablllization, two types of zones can be used (in the
horlzontal and vertical planes). In the event of adequate missile
roll stabilization, the three-dimensional attack zones must be
used.

4,5, Zones of Possible Alr-to-Surface Mlssile Launch

The zcnes of possible launches of ailr-to-surface mlssiles are
malnly determlined by the missile parameters, flight characteristics
of the mother aircraft, and the parameters of the onboard equlpment
of the ailrcraft and the milssille providing for its guldance to the
target. If the alr-to-surface mlssilé has a long launch range and
its contrel over the initlal flight phase is executed by command
from the mother aireraft followed by a transition to homing, the
mother aircraft must execute the flight so that the required
law of milsslle guldance 1s held to in ‘the missile flight over the
first stage. After the transition to homing, the alrecraft can
perform the f£light independently of misslilemotlion. To construct
zones of posslble launches of alr-to-surface missiles under this
combination guidance method, equatlons similar to (4.19) can be
used. The corresponding zones of possible launches in the vertical
plane are constructed in Fig. 4.20 a, and 1n Fig. 4.20 b -- for the
horlzontal plane.

When the guildance method 1s varied (inertial guildance in the
initlal phase and homing in the latter phase), the navigation
control system 1neludes a computer to which data on the location
of the misslle and the target is computed, and the required para-
meters of the milsslle fllght trajectory are calculated from these
data. The inertlal system permits varying the milssile motlon para-
meters within wide limits so that 1t can fly the hop to the target
other than at low altitude, or else dlve from high altitudes.

A change 1n the guldance methed leads to a change also in thE/ggz
zones of possible missile launch. In Fig. 4.20 ¢ are plotted the
zones of possible air-to-surface missille launch under the combined
guldance method (in the initial phase missile flight occurs with
an inertial system, and in the final phase -- by homing). Launch
zones with the missiles sent at high altitudes are constructed
in Fig. 4.20 ¢ with solid lines, and the launch zones during
flight at low altitudes are indicated by dashed 1lines.

Semlautomatic control systems control air-to-surface missiles
with short ranges 1n tactical-misslon flights. The pilot or the
operator tracks the target and the missile and, by shift-
ing a lever, lssues commands to the missille and guldes it to target.
In this case the missile launch =zocnes are appreclably affected by
the characteristles of the semlautomatic control system (the
slghting devices of the mother alreraft, the frequency on which
the commands were sent, and the aircraft piloting techniques).
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Flg. 4.20. Zone of possible alr-to-surface missile launch:
a -- In the vertical plane
b -~ In the horizontal plane

¢ -- Under the comblned guidance method
KEY: A -- Mother aircraft
B -- With diving
C -- Homing
D ~- Zones of attacked target
E -- In level flight
F -- Alr-to-surface missile
G -- Zone of target strike with high-altitude missile
flight
H -- Zone of target strilke with low-altitude missile
flight

Alr-to-surface missiles with passive homing head directed
toward ground radars have launch zones that depend on the parame-
ters of the missile, homing head, frequency of interruptions in
the operation of the ground radar, and the initial error in
measuring the radar bearing. When there are sizable errors in
the radar bearing angles, the missile homing errors become greater
and thelr launch zones are severely narrowed. To expand the
launch zones of missiles wlth passive homing heads, in the opinion
of foreign speclallsts, 1t is useful to use inertial guildance sys-
tems on the missiles, providing the release of the missiles in the
coverage zones of the ground radars. Use of television guldance
facilltles for glide bombs and missiles also permits enlarging
their launch zones, since after the launch of a missile or the
dropping of a bomb from an alrcraft they become almost independent.
The latter applicatlon simplifies plloting and reduces the require-
ments on the leg of the mother alrcraft's attack disengagement.
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4.6. Zones of Possible Interception of Alr Targets by Surface-to-
Alr Missiles

Zones of possible interception of air targets are determined
by the range of the radar facllitles of the antlaircraft complex,
misslle flight speed, the values of its longitudinal and lateral
g-loads, the guidance method, and also the target flight velocity
and 1its maneuverabllty. An increase in the speed of a target for
a flxed detection range leads to a narrowlng of the zones of pos-
g8ible interception by a missile.

The dimensions of the zone of missile interception of air
targets are confined by the following limiting altitudes: maximum

Hy max and minimum H .o (Fig. 4.21); 1imiting ranges D max 20d

D min’ 2nd by thelimiting lateral parameter 2 max (for the

interception zone in the lateral plane). The dimensions of these
zones are also limited by the tactical-flight characteristics of
the missile and the conditions of its impact with the target.

These characteristics are usually considered to be the followilng:

minlmum missile speed in its encounter with the target Vm min?

maximum and minimum values of available g-load T max and N min’

maximum operating time of onboard equipment and minimum flight

time tm max and tm min’ misslile launch angles em max and Bm min?

maximum allowable angles of missgile impact with a target wim max’
and maximum bearing angles ¢max'

The maximum range of the interception zone is determined by

the values of Vm min and tm max’ The minimum speed Vm min ia=

dictated by the requirements of insuring the aerodynamic stability'éggg
of the migsile, and matching the characterlstics of the pProximity

fuse and the warhead. The maximum flight time tm max 18 restrict-

ed by the reserve of reaction mass on board. The maximum altitude
of the zone Hm max is determined by the minimum avallable g-load

D min affording the possibility of guldance in the Interception
of high-altitude targets.

The minlmum altitude Hﬁ nin is often dependent on the capabi-

lities of the operation of the onboard equipment of the missile
against an Earth background. The minimum range of the zone is
determined by the minimum flight time of the rocket, which in turn
18 determlined by the initial launch errors, the duration of the
dynamic processes of selecting these errors, the instant of Separa-
tion of the launch stages, the range at which the safety system

1s released, and so on. The minimum range can also be determined
by the limited launch angles em and the maximum avallable g-load

" max-
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Fig. 4.21. Typical zone

of possible interception
of alr target by antiair-
craft missiles
KEY: A -- Hﬁ max
B -- " = ™ max
C--n=mnp s
D -- Hy min
E--% =t nin
F--90 =06 hax
G--t= ®n mex
H ==V =% nin
I -- Rm

Some boundaries to the strike zone can be dictated by the
allowable misslle-target impact angles and the target bearing
angles. Restricting the target bearing angles can be related to
the maximum bearing angles of the missile homing head. There are
also other restrictions affecting the geometry of the 1nterception./230
zone, therefore before zones are constructed all limitations e
intrinslie to the given type of missile must be analyzed.

A simplified method of construeting maximum zones of missile
interceptlon of alr targets amounts to the following. The ballis-
tie-flight characteristics of the missile along reference trajec-
torlies corresponding to the method of guldance of the missile to
the target are determined. Here 1t is assumed that the reference
interception trajectories of nonmaneuvering targets at the far
boundary of the zone are practically independent of the guidance
method. Therefore to evaluate the far boundaries arbltrarily
linear trajectories characteriziled by a constant angle of inclina-
tion to the horizon em o ©an be used,.

The velocity of the missile V(t) or V(R) along the reference
trajectory 1s determined by the value of the so-called g-load
trajectory

= —_— — N
"o tr nm nm.flu m.eq ’
where n. fluis Tthe g-load caused by fluetuations in the control
signal, and n is the g-load caused by drifts of the missile's

m.eq
onboard equipment (drifts of the homing head gyroscopes). Then
the missile flight equation is integrated by numerlcal methods:
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(4.22)
m u{t)%% Py—Xing ) — Gy

where P 1is the projection of the englne thrust on the X axis
coincldlng with the dlrection of the wveloclty vector
V.3
m
X(nm tr) 18 the aerodynamic drag dependent on the lateral g-load
' galong the trajectory; and
Gm is the projJection of the welght on the X axis.

Equation (4.22) 1s integrated from the instant of launch to
the 1natant at which one of the milasile indicators constralning
the far boundary of the zone and the maximum altitude at the far
boundary is attalned -- tm max® Vﬁ min’ and N omin® The 1last

parameter N min requires that we calculate the available g-load
of the missile along the reference trajectory

n = VS, ¥(bma) (4.23)
g ma(l)g’
where Y(émax) is the lateral 1ift of the missile, corresponding to

the maximum deflection of the control devices am
on the mlsslle flight regime.

max and dependent

The near boundarles of the Interception zone are strongly
related to the misslle guldance method and the 1nitial lsunch con-
ditions. Guidance methods 1n this case can be conventionally
divided into two groups. The first includes guldance methods
allowlng the motion of the missile along the entire flight trajec-

tory at the llmiting maximum g-load N max withouf gulidance dis-

continulty. These methods can include the method of proportional
navigation with homing. The second group is characterized by
discontinuity of guidance if at some point of the trajectory the
requlred g-load exceeds the avallable g-load. Thils principle is
characterlstic of the matchlng-curve method of missile guildance,

Constructing the near boundary when the missile travels along
a trajectory at maximum g-load N max proceeds by the technique of
integrating a system of equations including equation (4.22) with

n=mn. . (4.23), with reference to the kinematic equations

R hor— Vincos 8,

The 1nitlal conditions with t = 0 are taken in the form
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Ho=0; B =0; Vy =0; } (4.25)
Bm0= qum“ or qu= emmm

If the maxlimum g-load of the misslle N max is limited not by

the maximum deflection angle of control surfaces ém max’but by the

strength conditions of missile structure and equipment, i.e., n =

n max
n¥ .xothen instead of equation (4.23) we have

i m;lmlx'g
ﬂm————";1 0 (4.26)

When a missile 1s guided by one of the methods in the second
group, the calculations are somewhat more involved. In this case
it 1s necessary to specify a specific target trajectory and inte-
grate equations (4.22) - (4.26? jointly with the equations of /232
target motlon

I.{h0:|:'.'l,= Vi (4.27)

and the guldance method relating, for example, the required g-load

. with the position of the target Pt and of tHe gulded missile

Poy relative to the guldance statlon:
nft)=n (o, 0). (4.28)

If the time-variable required g-load of the guidance method
at any polint on the trajectory exceeds the avallable g-load, inter-
ception at the given 1inltial target position becomes impossible.
By calculating several trajectoriles with the initial target posi-
tion being varied, we obtalin the limlting trajectory for which
the method 18 realized, and the regulred g-load attalns the values
of the available g-load only at a single point.

The boundaries of the limiting interception zones in the
horizontal plane can glso be determined 1n accordance with the
method outllned above, by allowing for the three-dimenslonal geo-
metry of the trajectory.

The attack zones of maneuvering targets become narrowed,
gince a target maneuver causes an increase 1n the required g-load
of the missile and the corrcsponding reduction in its veloeity,
associated with induced drag. Prolonged maneuvering of the target
wilth a high g-load n, can lead to the target golng beyond the

bounds of the zone of missile attainability. In thils case the
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launch zone becomes narrowed, which ensures the lmpact of the
launched missile with its target.

For an approximate estimate of missile launch zones for a
maneuvering target, in several cases an approximate method 1is used,
assuming the target maneuver to be planar and constant and deter-
mining the missile trajectory with reference to the g-loads dic-
tated by guldance method. Here the order of determination of the
interception zone boundariles remains unchanged.

In the last stages of designing, the attack zones are refined
by a technique using the complete system of equations describing
the motion of a missile and its target, with reference to the
guldance method and the full set of constralnts. Integration pro-
ceeds, as a rule, with computers, and the algorithm of determining
the zones allows for the necesslty of sorting through the /233
initial interception conditions to specify the conditions which —==
correspond to the final constraints adopted. In Fig. 4.22 a are
constructed the zones of possible interceptlon of Nike-Hercules
missiles at Vp = 1200 and 2600 km/hr. Also given here, in Fig.

4,22 b, are the interception zones for Hawk milsslles, and in

Fig. 4.22 ¢, for Chaparral (curve 2) and Redeye (curve 1) missiles. 3
Plg. 4.23 presents the zones of possible interceptlion at Vt = /234
1200 km/hr for different kinds of mlissiles (based on the data in

Table 2.13).
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Fig. 4.22. Zones of air target Interception by antlair-
craft misslles:

a =- For the Nlke-Hercules mlssile

b -- For the Hawk misslle

¢ -- For the Chaparral and Redeye missiles
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Fig. 4.22. Zones of ailr target interception by antilair-
craft missiles Zﬁbntinuegg
KEY: A -- V. = 2600 km/hr

B -- V, = 1200 km/hr

t
). Fig. 4.23. Comparison of
20} ' ™~ interception zones for dif-
- 7 ferent antlalrcraft mis-
70t " }_ gslles:
ey > 4 1 -- For the Nike-Zeus mis-
27k ) slle
gi;/,//// 2 -- For the Bomarc misalle
PA 5 3 -- Por the Nike-Hercules
5 missile
e tostssibins s 4, 5, 6 -- For the Hawk,
a §9 198 150 200 250 300 J5OL eM Chaparral, and Redeye
missiles (cf Pig. 4.22
b and ‘¢)

4,7. Flight Trajectorles of Balllstic Missiles

The trajectory of a ballistic milsslle can be divided into
three characteristic phases. The first is the so-called powered
phase over whilch the missile 1s accelerated to the veloclty re-
quired in magnltude and directlon. It lles 1n the region of space
where the aerodynamic effects of the envlromment cannot be neglect-
ed. The powered phase forms the entire flight trajectory of
the missile, and random factors actlng on 1lts extent have a pre-
dominating effect on the dispersion of the motlon parameters and
the polint of impact. Therefore in part in several cases 1t 1s the
only phase in which the missile motion is controlled. But 1f the
missile flight is controlled also later on, guldance over the
powered phase 1s still glven decisive importance.

Since long-range balllstlc missiles have as a rule two
powered stages, there can be thus two or more powered phases in
the trajectory. Sometimes from the conditions of construction
of the optimal control law, these phases of motlon wlth booster
engine running are alternated with the segment of the ballistic
trajectory along whlch only passive forces act.

The second trajectory phase -- the ballistle -- lies at con-
siderable distances from the Earth where the atmospheric effects
can be neglected. It is the longest and the farthest removed
from the Earth; the length of the ballistic trajectory and the
time of motion along it are almost equal to the entire length of
the trajectory and the flight time of the ballistic misslle.
As a rule, the misslle 1s not controlled over this phase.
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The last (third) flight phase is not long and again passes
through the atmosphere. Atmospheric influence, dissipative and
aerodynamic, most fully marks this phase of motion. The
trajJectory here can also be affected by random actions that are
conglderable in magnltude, whose effect -- Just as the effect of

the preceding random factors -- must degrade the system of naviga- /235
tion and control. -

The planar motlon of the missile 15 described in a system of
polar coordinates shown in Fig. 4.24.

FPig. 4.24. Parameters of the flight
trajectory of a ballistic missile:

A -- Launch point

K -- End of powered phase

R -- Mean Earth radius

h, -- Altitude of missile at instant of

k gngine cutoff

hA -- Altitude of mlssile at apogee
LA -=- Flight range over powered phase
LC -- Flight range over atmospheric

phase
KEY: 1 -- Polnt of imaglnary landing
(neglecting atmospheric ef-
fects)
2 -- Range of ballistic flight phase

The projection of the total milssile fllght range on the Earth's
surface 1s

where LA’ LB’ and LC represent the projectlions onto the Earth's

surface of the powered, balllstic, and terminal trajectory
phases.

Since LB:€>LA + LC’ then to the first approximation we can
neglect the extent of the projections of the flrst and last phases.

Thus,
L>lp=2R, (4.29)

where ¢ 1s the central angle shown in Flg. 4.24 a, and
R is the mean Earth radius (the radius of a spherical
Earth).

An infinite set of ballilstle traJectories can be drawn through
the 1nitial and terminal flight points. They will differ by the
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magnitude and the dlrectlion of the velocity vector at the inltial 236
point of the ballistic phase, 1.e., by the conditions at point X #£236
(Fig. 4.24) of the end of the powered phase.

The relatlionshlp between veloclty VK, the angle of 1its 1nellna-

tion to the horizon & , the altitude of the end of the powered
phase hK, and the angular flight range 2¢ is expressed by the rela-

tionship /3, 6/

yiz 1 ~-cos 2
V=

B [*wszax—costch Bx) | cosx (4.30)

Here wu = fM, where £ is the grav tatignal constant, and M is the
mass of the Earth (& = 398,600 m°/sec

rx=hx+R=R(l+-§)‘-

Referring to equality (4.29), the function VK(QK, LB) shown

in Fig. 4.25 a can be constructed with the function (4.30). Among
these trajectorles can be found one characterlzed by the lowest
energy outlays.

Actually, the energy outlays are equal to the aum of the
kinetic and potential energy at polint K; they are determined by
Vg  -- the velocity at the end of the powered phase, and by hK

-- the altitude of this point over the Earth's surface, Neglecting
the gquantity h < h h € R (h 1s the altitude of the apogee,

the farthest removed point from the Earth), we can to the flrst
approximation assume that the minlmum energy 1s proportlonal only
to the minimum VK and will depend only on the angle of inclination

of the veloelty vector to the horizon.
In Flg. 4.25 a pointswith minlmum € are marked by circles.

From (4.30) we can find the value 0 x
(VK)min

= 0%, ylelding Vy =

sin2¢

tan 29x=m52q’_ (1+%).

(4.31)

/237
The dependence of the optimum angle 6% on range for different

values of the parameter hK/R 1s shown 1n Fig. 4.25 b (based on /1,
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3, 6/). Neglecting the value of hy/R compared to unity, we get the

simple expression «a 9+
O = 4 .

Filg. 4.25 ¢ shows the dependence of the missile flight tlime over

the balllstic phase of the trajectory on the angle BK for different

LB values. The circles indlcate the flight time for the trajec-
torles optimal in the sense of (VK)min for different ranges.
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Fig. 4.25. Flight characteristics of a ballistlc missile:

a -- Veloclty at instant of englne cutoff

b -- Angles of l1ncllnation of velocity vector at cutoff in-
stant

¢ -- Tobalmilaslle flight time

KEY: A -- Vi, m/sec

B -- ;B = 20,000 km

c -- LB = 500 km

D -- Deg

E -- BK’ deg

F -- L, thousands of km
G -- %, min
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If the second point of the trajectory i1s "liberated”, then by
varying the vector Vk, we can obtain a set of trajectories wilth

different L values. Ly 1s determined in the general case (on the /238

assumption of the Keplerian motion of the missile, whlch wlll be
discussed below) from the expression

Ly = 2Rarctan_i-1-:-i~mﬁx—z-; (4.32)
1 “n+ tan Bk
Ve
N Rt ) (4.33)

Since hK<§IL we can set
R4-hx=R; gx=¢gs
where &g is the acceleration due to gravity at the Earth's surface

at point A (Fig. 4.24). By differentlating (4.32), we get a func-
tion for the maxlimum range LBmax;

L

L |
=2&. t ——
Lpmax re an?ﬂl—'q (
. L — 4,34)
Ox/r, = Ox =Yl—nu;
n

Yi4mn '

Several characteristics of the mazximum range of a trajectory
caleulated with these formulas are shown in Flg. 4.26. Due to the
symmetry of the ballistle trajJectory relative to an axls drawn
through the center of the Earth and the apogee polnt, VK and BK

are equal to the values of the corresponding functlons of the
ideal trajectory at the point of missile impact (the section B-1
in Filg. 4.24 -- the extention of the balllstlc trajectory neglect-
ing atmospheric effects).

2¢/Lgmax = 2¢** = 2arctag

One of the two conditions considered: the minlmum expended
energy and the maximum range (in addition to a third condiltlon of
minimum dispersion of trajectories, examined below), is the crite-
rion which together with several constraints of a technlcal
design, and sometimes even tactlical nature determlne the choilce
of the misslle's trajectory and control law.

As we know, only one of the optimality conditlons can be
satisfied, i.e., the trajectory with maximum range will not be the
trajectory with minimum energy, and vice versa. However, the 239
values of thelr parameters (and correspondingly the values of the —
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parameters at polnt K) are cleose to each other. The most important
deterministic (cf Chapter Six) criterion for balllstic missiles is

maximum range.
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Fig. 4.26. Characteristics of trajectorles with maximum
flight range:

a -- Dependence of veloclty at angle of inclinatilon of velo-
clty vector at the instant of engine cutoff on flight
range

b -- Dependence of apogee altitude and flight time on range
KEY: A -- gK, deg

B -- km/sec
C -- Minutes
D -- Thousands of km

Thus, the ballistic, and thus almost the entire flight trajec-
tory of the missile 1s determined at point K by these condiltions.
Satlsfying these condltions 1s the principal task of guildance and
control over the powered phase. Though 1lts extent 1s very small
(LA = (0.0&-O.l)L? and the main parameter determining Loax 18
Vs for the angle 9%* is assoclated with it by the function (L4.34),
sti1ll the flight range Ihax ls a functlon also of the coordinates
of point K, l.e., the altitude and distance of the end of the
powered phase from the launch polnt. In an approximate examina-
tion, however, we can neglect this effect, thereupon introducing
certaln correctlons into the results of the calculation.

The velocity of the missile at the end of the powered phase /2u0
can be determined as follows /B 7: —
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Here V

AV

u*

where

Il’IE’

i1d
aAv
AV2

I

V= V_ —AV;—AV3—5V3=
id

=—u.;lnp‘-—Tli—%Ih—(u;—uJ)fa. (4.35)
mi

15 the ideal velocity, neglecting the effects of gravity
and atmosphere;
are the veloclty losses due to the effect of gravity;

are the veloclty losses due to the dlaslipative atmospheric
effects;

are the’velocity losses due to the atmospherlc effects on
the specific impulse of the engine;

is acceleration due to gravity, g = 8y’

i1s a dimensionless coeffilcient characterizing the relatlve
missile mass. For an assigned initial mass and mass flow
rate of fuel consumption per second

. t
pr=1—-x (theoretically 0 < pu* < 1),

t 18 the instantaneous time, and T is the total operating
time of an ldeal misslle for which u* = 0;
PM is the launch load at the mldline;

u'! is the imaglnary escape velocity of combustion products
at the Earth's surface, defined by the ratlo of the
absolute thrust at the Earth's surface to the per
second mass consumptilon;
ué is the imaglnary escape velocity of the combustion
‘P products in airless space, defined by the ratio of
the absolute thrust in a vacuum to the per second mass
consumptlon; and
are several integrals wilth respect to the argument t

3 or w¥ characterlzing losses Avl, AVE, and AV3.

For assigned missile parameters, Vp in formula (4.35) is

declsively affected by o= G(p*), the 1nstantaneous angle of 1n-
elination of the velocity vector to the local horizon. The shape
of this function is approximately identical for all mlssiles and
1s shown for several 6. values in Fig. 4.27 a [ /. In Fig. 4.27

b is shown the variation of vid (1) and the varilation in absolute
AVl(u),‘AVE(u), AV3(M), and relative (in terms of true velocity)

losses.

The function (4.35), as already noted, 1s only an approxi-

mate expression of the flight veloclity.

An exact solution of the problem of determining the motion
program for a flight at maximum range has thus far not been
obtained. Approxlmate methods lead to a program for the pltch
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angle ¢ =6 + a (the angle between the longitudinal axis of the mis-
sile and the horizon), with the form shown in Fig. 4.27 ¢ /6 /.
Also 1in the figure is shown the variation in the angle of attack

i

]
-
0l
[
L4
0

Takeoff and start

~A g

of

Fig,

4.27.

tlic missile as a func-

tion

of its relative
welght:
Varlation in ins-
tantaneous angle
of inclination
for different eK
values
Varliation in ideal
veloclty and in
absolute and rela-
tive velocity
losses
Program of varia-
tion in pitech
angle for flight
at maximum range
A -- 8, degrees
B -- V, m/sec
C--Vig

motlion are executed with the misszile

axls in the vertical direction.

of attack changes according to the law

Over the phase (t2’ t3) the angle

o=oqk(k—2); k= Deslti-

where a 1s some parameter that 1s constant for missiles of this

— tlass, and

a is the maximum angle of attack for the subsonic phase of

motion.

When the powered phase 1s falrly long, beginning from the
Instant t3 when the intensity of the atmospherle effects diminishes,

motion can occur wlth increase in angle of attack and constant

pltch angle.

Parameters that are varying in the determin
program at maximum range are tl, &, and t3.

1lle,

obtained by combining several programs of the form shown in

Fig. 4.27 ¢, and the mmber of variable

becomes greater.

parameters correspondingly
Thus, control of the planar motion of the mis-
8lle over the powered phase 1s executed by changing the pitch angle
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ation of the flight
For a multistage miss-

the general program of the motion of the powared phase is
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¢. The program for flight for maximum range 1s determined, in
particular, 1ln the form oﬁ a solution of a variatlonal problem
with assigned control law™ and assigned constralnts.

The main deslgn constraints are as follows /& _7:

1. Vertical launch and vertical initlal trajectory phasge.
This requirement 1s due to the relative simplicity of reallizlng
this launch and the greatest stability of the vertlcal motion of
the rocket over the initial flight phase when the control devlices
are not yet effective enough.

o. Contingity of the functions ¢(t), ¢ (¢t), and é6(t), and
1imitation on ¢ (t). This is due to the technlcal feasibllity of
thils control law.

3. Constraint on normal g-loads, which 1s expressed 1ln a con-
straint of the aerodynamic moment and, ultimately, in a constraint
on the angle of attack, especlally for high veloclty heads.

4, Passage through a region close to the speed of sound {0.8=
s;M.sgl.Q) at a zero angle of attack, which 1is due to the degire
to reduce to a minimum the effect of the derivatives acy/ba and

amZ/Ba that are varying strongly for these M numbers.

5. Special requirements related to the technical characterls-/243
tics of the glven control method and the method of englne cutoff.

6. The minimum number of control programs for flight at dif-
ferent ranges within the given lnterval.

Above it has already been stated that the majority of random
actions on the motlon of a ballistlc missile occur for the flight
over the powered phase. These include deviations of the geometrl-~
cal, aerodynamic, and welght characteristles of the missglle from
calculated values, random deviations of the engine parameters, end
of the navigation, orientation, and control systems, departure of
atmospheric parameters from calculated values, and so on. Since
the range of planar flight 1s a function of four parameters

L= L{Vg, O&, X, Yx){
where XK and YK are the coordinates of point K, therefore the

effect of random factors on planar flight range is not direct, but
via these parametric changes. Therefore the condition of minimum
dilspersion of the range with reference to the effect of the method
of englne cutoff at point K wlll be written In the form

oL OL oL
ﬁL=—'—6V6Vlg=¢K +-—-—-ae 59|t=¢x+ﬁ6X|¢=gE+
aL aL
+E:GY|:=:E+—§EGI|==,K=O. (4.36)
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Here §V, 66, 6X, oY, and étK are varlations of the corresponding

variables caused by the effect of random factors, dL/dt 1s obtalned
by the differentlation of L as a complex function, and the entire
remaining term characterlzes the effect of the error in the in-
stant of engine cutoff. The equality 6L = O obtained by variation
of the program ¢(t) 1s a necessary condition for the attaimment

of maximum range. Thils varlatlon affects the value of the para-
meters at point K; here the instant of total burnout is fixed.
Therefore the condition of maximum range willl be written as

aL aL
5L=—d-£-;- 8V lre, + e ] i"“K+

aL oL
+_¢7YGX|’=‘E+E'6YI'=‘K= 0.

(4.37)

Partial derivatives in equations (4.36) and (4.37) character-/syy
1ze the effect of variation In the several parameters on flight -
range. Fig. 4.28%a, b, and ¢ show the change of some of them as
a function of the angle 8, for different L values /3_/. It must

be remembered that the axes (X, ¥) in a topocentric coordinate

system are selected so that Y coincides in direction with the

radius drawn from the center of the Earth to this polnt and, there- /245
fore, coincldes in directilon with piteh. As we can see, conditlons
(4.36) and (4.37) are not equivalent and therefore cannot be satis-
fled simultaneously. The condition of minimum dispersion depends
on the method of englne cutoff (in terms of the duantity &tK?.

These condltlons can be met simultaneously only if the engine is
cut off not on the attalnment of the given combilnation of coordi-
nates and veloclty, but only based on the engine operating time.
Thls method, however, is by no means the best, since 1t entaills
major methodological errors.

Thus, 1in selecting the control law for the powered phase, only
one optimallty conditlon can be satisfied, and then the deviation
of the calculation results from the other condition is checked.

In practice some compromise solutions are found, satisfying
several requlrements to some extent.

The transltlon from considering planar missile motion to
three-dimenslonal motlon does not introduce anything fundamentally
new. Milssile motlon along the ballistic phase occurs accordilng
to the same laws and is described by the same functions as the
motion of artificial earth satellites above the atmosphere,

The functions presented in thils seetion for the determination
of flight range and results of the related calculations reflect
Keplerian motlon of a missile, i.e., motlon occurring under the
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Fig. 4.28. Effect on flight range of ballistic missile:
a -- Flight veloclty

b -- Angle of inclination of veloclty vectors

e -- Altitude of flight at instant of engine cutoff

KEY: A -- km-sec/m
B -- L = 1400 km
C -- L =20,000 km
D -- Degrees
E -- L = 1000 km
F -- L = 10,000 km

effect of just the force of gravity of a material point (a materilal
sphere). This schematization of the physilcal nature 1s acceptable
only in rough project-planning calculations.

The true figure of the Earth (and thus the true gravity
field) is described by an infinite serles constructed wilth Legen-
dre polynomials. Its principal term is proportional to the polar
flattening of the Earth. Neglecting the effect of polar
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flattening can lead to errors in calculating the altitude of the
moving object (for the ballistic missile consldered at point 1 in
Fig. 4.24, thls will be approximately equal to the error at the
‘impact point, l.e., the range of error) from several kilometers to
10 km Zﬁ}/, dependlng on the parameters of the trajJectory at the
initial point of the ballistic phase. The effect of the next
§reatest actlion, proportional to the square of polar flatten- /o4

ng leads to a deviation of the impact point of as much as tens —
of meters.

Thus, referring to the possibility of firing ballistic mis-
8lles not only at areal, but also point targets (the launch bases
of an enemy and strateglc objects), in describlng the trajectories
of their motion along the ballistie phase, only terrestrial
gravity must be consldered as among the acting forces, by intro-
ducing into the model of the gravity potential terms corresponding
to the first and second powers of polar flattening.

Thls potentlal sometimes 1s called the normal potentilal; the
figure of the Earth 1s represented in this case by an ellipsold
of revolution, with reference to the second power of polar

flattening Z§E7_

The trajectory of missile motion calculated in this way 1s
not free of methodological errors caused by the force field model
adopted. Random errors acting on the ballistic flight phase are
partially also related to an lnexact description of the effective
forces., This is caused by the fact that the true parameters of
the Earth's flgure and of the terrestrial gravity field (so-called
geophysical constants) are known inexactly. For example, for the
Earth's radius the error 1s +15 km. The values of these parameters
express the coeffilclents 1n the formula or in the series describing
the force functilon, which therefore are also determined with random
errors. Therefore intensified requirements on the accuracy of mis-
8lle Ilmpact give rise to the need for a continuous refinement of
geophysalcal constants.

This effort, combined with the solution of geodetic problems,
also pursues the aim of revising the geodetic tie-in of ground
objects and the continents per se. Inaccuracy in the tle-in
(and it may be as much as several tens of meters) can also markedly
affect the missile's target impact errors.

The terminal stage of misslle motlon takes place agaln within
the atmosphere. It 1s characterized by large g-loads and by a
high surface temperature of the ballistic nosecone, Allowing for
these effects and, when necessary, reduclng them down to acceptable
values 1s one of the requirements imposed in selecting this trajec-
tory. Two other requirements consist of reduclng the motion
errors accumulating both in the precedlng flight stages as well i
as arising due to random actions during this present stage, and ﬁg;l
also 1n selecting the maneuver or in selecting the trajectory
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which would permit a reduction or an exclusion altogether of pos-
sible enemy countermeasures. Foreigh speclalists believe that
all thils leads to the necessity of guidance of the missile over
the terminal flight phase with autonomous guldance or with homing
onto the target.

The conditions of nosecone entry 1lnto the atmosphere, in
partlcular, entry velccity and angle, determine the g-loads and
the nosecone temperature conditlons. Deperding on their acceptable
values, there exlsts a corridor in which all entry trajectories

must lle. In the graphs 1in Pig. 4.26, the given values of VK and

BK are approximately equal to the values of the angle ¢ and the

velocity at the point 1 (Fig. 4.24) and they are also equal, appro-
ximately, to the values of these functlons at the upper 1limit of
the atmosphere. To obtain acceptable values of the entry and the
veloclby, correction of the trajectory prior to atmospheric entry
can be employed.

Pax Fig. 4.29. Trajectories of various
// - lkkinds of balllstic misslle nosecones
vy - . In the atmospherié flight phase:
/,"’ 1l -- Nosecone flying along a vertical
- trajectory: flight time in atmos-
",//‘g’ 4,f phere to the target 1s 8-15 sec-
A onds
—pe 2 -- Maneuvering nosecone of MBRV:

flight time 20-30 seconds
3 -- Nosecone with powerplant providing
great acceleratlon over the termi-
nal flight phase: flight time 5-10
seconds
4 -- @1iding nosecone of BGRV: flight time 2-3 minutes

Temperature stresses can also be reduced by shortening the
time the nosecone travels within the atmosphere, which i1s achileved
by apglying additional Jet thrust over the atmospheric flight
phase>.

Maneuvering along a trajectory almed at making difficulties
for the enemy's AMD zﬁhtimissile defensg7 is achleved by means of
aerodynamle forces, For examp1e5, for this purpose the nosecone

of an American BGRV has control aerodynamic surfaces in its tail
section, whille the nosecone of a MBRV has an elongated flare and
exhiblts a very high lift-drag ratlo, 2.8-3.0. The approximate

shape of the trajectory of these two nesecones in the atmosphere

is shown in Fig. 4.29. Also given there are other trajectories 18
already referred to, and the time the nosecones spend in the ig—n
atmospheric flight phase 1s alsoc glven,
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A3 we can see, a gliding cone traveling along a trajectory
with the smallest g-loads and temperature stresses takes the long-
est amount of tlme to reach its target. This facllitates its
detectlon and interceptlion by AMD facllltiles. Trajectories that
are realized in the shortest time do not have the advantages of
the gliding trajectory. But maneuvering along a trajectory com-
plicates the guidance and control system /214/.

Thus, cholce of the flight trajectory of a balllstlc mlsslle
over the terminal phase 1s one of the problems that must be solved
in each specifilc case wlth reference to the requlrements specified
above.

FOOTNOTES

1 It must be noted that regently an estimational criterion --
the cost of performing a combat operation /16, 67, 79/ -- has also

begun to be used 1n evaluating the capabilitles of military complex-

ed. These questions wlll be dealt wlth in more detall in Chapter
Six.

2 The paylcoad depends on the flight range and can vary due to
the welght of fuel.

3 The cost of one ton of kerosene 1s 45 rubles, and the cost
of one ton of gasoline is 100 rubles /35, 36/.

4 The set of allowable control laws comprilses a functlon of
the form shown in Filg. 4.27 ¢. The optimal solutlon is sought for
from thls set,

5 ¢r. /T31, 137, 171, 200, 2027.
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CHAPTER FIVE /249
SPACE CRAFT AND THEIR CONTROL SYSTEMS

5.1. Main Characteristlics of Space Craft

The main characteristics of space craft include: functlon,
welght, makeup of installed equipment, presence and number of
crew, orbltal parameters, and possible range of thelr use (man-
euver). Space craft are dilvided into artificial earth satellltes,
manned orbital space craft, urmanned space craft for automatlc
flight to the planets of the solar system, manned space craft,
and so on.

Artificial earth satellites can be used for communications,
navigation of ships and aircraft, weather reconnalssance, geo-
logical, geodetlc, and geographlc studies, radio and televisilon
communications, fueling of space craft, and crew dispatching and
return from orbital space craft (/46,55,57,104,145,148/).

At the present time, USSR and U.S. speclalists are examln-
ing the feasibllity of using space craft as long-term orbltal
statlions. These stations wlll be used to study the earth's
natural resources and conduct studies of installations faclll-
tating the efficilency of crews 1n extended space flight and
the physical propertles of outer space.

In addition, orbital station crews wlll conduct astronomlcal
observatlons.

In the future, this kind of equipment can be used as way-
gtatlons in interplanetary flights.

The motion of space craft -- artificlal earth satellltes
(AES) -- has several characteristics compared with the motion /250
of other flight craft -- alrplanes and missiles., AES move at
such altltudes, or more exactly, at such separation from the
earth that the dlssipative effect of the atmosphere is absent.
Therefore, thelr ballistic motion, that is, motion without the
applicatlon of actlve forces, occurs malnly under the effect of
terrestrial gravity.

To the first approximation, thelr trajectory can be des-
cribed by six independent constant quantitlies -- Keplerian orbi-
tal parameters -- uniguely expressed in terms of the first inte-
grals of the equations of motion, and therefore, in terms of
the coordinates and velocity at any instant of time, Each of
the Keplerian parameters has a geometrical or kinematlc sense,
and since the parameters themselves remaln unchanged, the geo-
metry and kinematics of satellite motlon remaln constant to
the first approximation.
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Fig. 5.1. Elements of the orbit of
an artificial earth satelllte
KEY: A -- AES /artifilcial earth satel-
lite

Two Keplerian elements  and 1
characterize the posltion of the orbi-
tal plane. The longitude of the as-
cending node ¢ (Fig. 5.1) is measured
by the central angle lying in the plane
of the equator and formed by the direc-
tion from the orbital focus at the as-
cending node -- the polnt of intersec-
tion by the satelllte of the equatorial
plane in its transltlon from the sou-
thern to the northern hemlsphere -- and
the direction toward any fixed point,
for exanle, the polint of the vernal
equinox— Y The inclination of the
orbltal plane to the equator 1 1s the angle between the plane
of satellite motion and the equatorlal plane.

The parameters p arnd e -- the focal parameter and the eccen-
tricity -- characterize the size and sh% e of the orblt. They
are related by the function p = a(l - e ? with the major semiaxls
of the orbit a, which 1s determlined by the total energy of motion
of the satellite, therefore in describlng the shape and dlmen-
sions of the trajectory, any two of these three quantlties can /251
be selected.

Closed (in the first approximation) elliptical or circular
trajectorles -- one of the focl of which coincides wlth the earth's
center -- are possible only if the followlng 1nequallity 1s satls-
fied at each instant of the satelllite motion

ncot
F

where V 1s the orbltal velocity;
r 1s the radlus-vector extending from a foecus to the
satellite (focal Eadius); and
U = fM = 398,600 m3-¢c~< 1s the product of the gravitatiocnal
constant £ by the mass of the earth M.
?he ecce?tricity of these orbits is always smaller than unity
e < 1).

The position of the orblt in the plane 1ls given by the angle
between the line of the ascending node (the direction from the
geocenter to the ascending node) and the directlon to the orbital
polnt nearest the earth -- the perigee. This angle w 1is called
the angular position of the perigee; it 1s meaningless for circu-
lar orbits. When e¢ilrcular and elliptical orbits must be described
with a single system of parameters, i1t 1s best to replace the
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parameters p, e, and w with the parameters p, ¢, and k, where
q and k are the components of a vector directed from an orbital

focus at its perigee (the Laplace vector) /58/. Other indepen-

dent functions of the first integrals of the equatlons of motion
ean alsoc be used.

The parameters a and e are expressed simply in terms of the
altitude of the apogee {the farthest removed point) and the peri-
gee of the orbit ch and H.:

e=—rf—l' (5'1)
a
where
a=R4 HG;_H"

The semimajor axls characterizes the mean dimension of the
orblt and 1s equal to the total energy of motion:

- 2(# V’)_ (5.2)

il
= (E_

pryr 2

.
"
W
P

which, as a consequence of assuming only conservative effective
forces, remalns constant throughout the entlre motlon. The

semimajor axis 1s also associated with the period of revolutlon
of' the satellite T by the equation

r= 2 (5.3)
Yu

Depending on the coordinate system adopted, several perlods
of revolution are dlstingulshed.

The stellar or sldereal period (Tst) 1s measured 1n an ab-

solute system of coordinates assoclated with flxed stars. If
the operation of an AES 1s dictated by obJects located on the
earth's surface, the synodlc perlod of revolution (Tsyn) con-

sidered with respect to a polnt rotating together with the earth
1s more important.

411 the five listed parameters describe the orblital geometry.
The kinematics of the motion is characterized by a sixth Kepler-
ian element, which can be taken as the instant of transit 7 of
an AES of the perigee.

the angula

The following entltles can be r
the tellite in 1tg orbhi

poesition ¢of the sz

gquantlties speci-
£

Fa e e
i s

-- the true anomaly ¢ 1is the angle formed by the focal radius-
vector and the line of apsides connecting the apogee and the
perigee of the orbit; and
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-- the argument of the latitude u, the angle formed by the
focal radius-vector and the nodal line (u = ¢ + w ), and certain
other angular variables.

The relatlonship between change in the angular position and
the time of motlon 1s afforded by the last expression; the in-
verse function -- the change in angle as a function of time --
is much more complicated and is described by a transcendental
function.

All Keplerilan elements are constant only when the motion of
the satellite is 1n the field of attractlon of a material point
(sphere). Since the gravity field of the earth is in reality
more complicated and other forces also act on a moving satellite,
these parameters vary. This variation, as a rule, is small and
therefore methods of perturhation theory are applied to descri-
bing this motion, whille the parameters themselves are now no
longer called Keplerilan, but perturbational or osculatory (in /253
accordance with the fundamental concept -- the tangency of the ===
perturbed and the instantaneously unperturbed orbits -- under-
lying the description of perturbed motion).

Of the perturblng forces acting on AES motion, the most im-
portart are the noncentrality of the gravity field of the earth
and the atmosphere /3L4/. The remaining forces, such as the gra-
vltational effect of the moon and the sun, solar radiation pres-
sure, and certain other forces, can have a perceptilble effect
only in individual cases on certaln specialized types of satel-
lltes. For example, the attraction of the moon and the sun can
affect satellites with very elongated orbits, or with orbits very
far removed from the earth, and solar radiation pressure can
markedly affect Echo type satellites.

The atmosphere has a generally dissipative effect Zﬂ9,86,
106,120/, 1imiting the 1ifetime of a satellite 1n orbit. The
gravitational effect of the earth's lack of sphericity can be
taken into account with varilous models of the force fleld ap-
proximating the true field wlth varylng degrees of accuracy.
Most of the effect of noncentralilty can be taken into account
i1f the earth is approximated with an ellipsoid of revolution
/34,99,1207. An analytic theory of AES motion describing a
trajectory wilth the ald of quadratures can be constructed for
this force influence /2,50,51/. The effect of successive ap-
proximatlions to the true gravity field of the earth 15 more than
an order of magnltude less and they need not be taken into con-
slderation when solving several problems in the navigation and
control of AES.

The methodologlcal error in the algorithms describing motion
1s caused to a large extent precisely by the adopted model of
the effective forces, and the size of this error is determined
by the requirements that are imposed on the accuracy of the
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navigation, beginning from the task performed with the glven
satellite. If the AES motion in navigation and control must be
described very precisely, then use of the Keplerlan theory in
analysls or construction of a system or a complex is wholly
acceptable. When necessary, the results of these calculatlions
can be then corrected with reference to the maln perturbations.

One of the main features of AES motlon stemming from the
foregoing and differing essentially in AES use and control 1s /254
that the shape and positilon of the trajectory 1n inertial space
are preserved constant (only to the first approximation, as is
true of the entire treatment given below). The orbit shifts
relative to the earth in such a way that the satellite track
polnt traces a continuous line on its surface. All these tracks
will lie in a certain belt bounded by the maximum and mlnimum
geographnical latitude. The maximum (moduluswise) latitude of
the satellite track point -- the point of intersectlon of the
focal radius-vector with the earth's surface -- depends on the
angle of inclination of the orbit, for the spherical latitude
¢ of the satellite is determined by the functlion

(5.4)

@ = arcsin (sin{ sin u)

Since the period of revolution T remalns constant (cf.
(5.3)), therefore orbits are possible in which a satellite tra-
velling along one of them will perlodically pass over the same
points on the earth's surface. They are called multiple orhits
and can be characterized by the multiplicity factor K:

24
K=—¢": (5.5)

TaEs

where TiES is the perlod of the multiple revolutlon of a satel-
1ite satlsfying this eguation, in hours, and
K 1s any integer.

If K = 1, the satelllte is called a synchronous satellite
and it 1s roughly 35,680 km from the earth. An equatorlal syn-
chronous satellite (its orbiltal plane and the plane of the equa-
torial coinclde) moving in the direction of the earth's rotation
18 called a statlonary satellite; it 1s always over the same
point on the earth's surface.

Thus, by varying the semimajor axls one can control the
period of revolution of a satellite and the perlod of its transit
over specific points on the earth's surface. Characterizing the
total energy of satellite motion, the quantity a determines
the energy expendltures in its launch, that is, the ultimate
cost of inserting the glven satelllte into orbit.
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A Fig. 5.2. Additlonal speed of an AES.

Woun TTT, [ at the end of the insertion phase
”;‘W SN ™ (aV, ) as a function of the geo-
N L P graphical latitude of the launch
[2 S point:
405 Nl 1 -~ for an orbital elevation
qov N H = 1000 lan
403 f—— 2 -- for H = 500 km
' J 3 -- for H = 300 km
z: AN 4 -~ for H = O xm
| | KEY: A -- AV, ., km/sec
0 w2030 W &0 80y

Use of the earth's rotation ln /255
orbiting a satellite (launch —
in the directlon of the earth's rota-
tion -- to the east) ylelds a further
velocity galn tﬁvins, not -- however

-- exceeding 460 m/sec at the equator
and equal roughly to 200 m/sec for
the orbits of most Soviet satellites
(L ~ 65°). This additional quantity
z&Vins 1s determined by the function

(Fig. 5.2):

aAv Qpry 0@ o (5.6)

ins ~
Here 52E is the angular velocity of the earth
Tins is R + H, where R 1s the mean radius of the earth, and
H 1s the altlitude of the insertlon point.

The posslbllities of 1lnserting an AES into orbit at a glven
altitude and the 1Installatlon on board of the required research
apparatus depends on the power of the launch vehlcles placing
it in orbit (Fig. 5.3 a) /119/, the geographical latitude of the
launch point, the direction of the launch, the glven lnsertion
altitude, and the type of engine and the fuel-oxidizer /I04/
(Fig. 5.3 b and ¢}. A greater weight can be i1nserted into an
elliptical orblt than Into a clreular orbit wilth the same period
of revolution., This becomes understandable if we bear in mind
that the perlod of revolution depends on the major semiaxis and
the insertion of azsatellite info an elliptlcal orblt is carried
cut at the perigee™. Slnce the energy of AES insertion, pro-
portlonal to the major semlaxls of the orbit, 1is equal to the
total energy at the insertion point, it can be characterized by
the value of some energy velocity Vg /1127 (Pig. 5.4):
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75— = Biot T Fxan t Epot
The orbltal altitude 1s most important for communication /256

satellites, weather satellites, and other AES, for 1t dilctates E—
the extent of the earth's surface S that thls satellite "covers”

or scans, This surface aresa 1s enclosed wilthin a cone with

apex angle B8 and corresponds in the plane to the arc AlAE equal

to (Fig. 5.5 a, b) /567

L =g R , a==180°—B, sin —p—=—R——-s

Ay 180° 2 R+H

where R ls the mean earth radius.

When the functloning of an AES is associated wilth 1ts transit
into the region of assigned earth stations, the stellar 'I'St is /257

not as Important as the synodic period of revolution Tsyn (Fig.

5.5 ¢}. To perform certain tasks the orbital multiplicities
(5.5) must be used, and for other tasks, conversely, it 1z 1im-
portant that the belt scanned by the satellite be systematically
shifted. The dailly value of this shift z&z¢ can be determlined

from the equation

2x T -7
Ay = K(Tmu- Tdi]Echow = 2n—mﬂT—R cos ¢.

Here T is the period of revolution of the glven AES;
Tmu is the nearest multiple perlod ecorresponding to the mul-
tiplicity K; and
¢ 1s the geographical latltude of the statlon.

Flnally, orbital altitude H, generally the perlgee altitude
H, , affects a very important characteristlic of the satellite

-- 1its lifetime3. The dissipative effect of the atmosphere, by
reducing the total energy of motlon, causes a gradually accele-
rating lowering of the orbit (Fig. 5.6) and leads to the burnup
of the AES upon entering the dense atmosphere layers.

We can conventicnally defilne the lifetime of an AES as /258
the time required to reduce its perilod of revolution to T = 87 ==
min, which corresponds to the orbit altitude of about 140 km.

The lifetime depends not only on the orbital characteristics,
but also on the condition of the atmosphere (on solar activity)
and the quantity (CXSM/h) = B, sometimes called the satellite’s
ballistic coefficlent (Cx is the drag factor of the AES, SM is
the mldsection area; and m is the mass of the AES).
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Fig. 5.3. Weight of payload and costs of

placing 1 kg of payload into orbit:

a -- total annual payload inserted into
earth orbit (curve 3) and the costs
of inserting 1 kg of payload with
a ballistic missile (1) and a rocket-
plane (2)

b -- change 1n the welght of a payload as
a functlon of orblt altitude and fuel
and oxldizer used wlth the example of
the ELDO rocket (European ILauncher
Development Organization)

¢ -- payload inserted into circular orbit
as a function of its radlus and the
geographical latitude of the launch

polint
KEY: A -- Ci 4> dollars/kg G -- Third stage; 2260
B -- @ tons kg of nitrogen
pay’ tetroxide and asym-
C -- Years metric dimethyl
D -- Gpay hydrazine

E -- ELDO launch-vehilcle
F -- Third stage; 2260 kg of liquid
oxygen and hydrogen
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Pig. 5.5. Characteristics of earth-scanning

satellites:
a -- Land 8 as functions of H
b -- surface area of the earth S covered by
an AES as a function of H
¢ -- number of revolutions per day as a func-

tion of the relative orbital radlus

(ng, 1s the number of stellar /sidereal/
revolutions and nsyn is the number of
synodic revolutions)
KEY: A -- 8, deg
B -~ nSt
C --n D -- H, thousands of km
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Studles on the effect of the atmosphere on the trajectory
of a satellite are given In the works /65,86,106,121/,

These problems are some of the problems of planning orbits,
that 1s, selectlng a trajectory most fully carrying out the main
mission of the flight with the most economical use of the tech-
nleal facilities 337. Maneuvering, that 1s, the purposeful
varlation of orbital parameters, must be used to facilitate the
flight mission and to modify 1t. When the actual flight trajec-
tory devilates from the assigned trajectory, correction of motion
must be employed. The calculatlion of the control law in any
given case is a task of the navigation system; Implementation of
this law is a task of the control system. Maneuvering and cor-
rection are associated with additional fuel and oxidizer consump- /259
tion, which is proportional to the veloecity change AV. Its
total value Vy 1s called the characteristic veloeity and is an
indicator of the operating economy of the selected method of
trajJectory modification.

The brevity of the powered phases during maneuvering and
correction permlts an idealization, under which the impulse appli-
catlon of the actlve forces 1s assumed, i.e., the instantaneous
change 1in the velocity of orbital motion by AV. Additionally, in
deslgning and in the preliminary selection of the control law, 1t
1s wholly acceptable to limit oneself to the frame of reference
of the Keplerian theory.
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Fig. 5.6. Change in AEC tralectory parameters (accord-
ing to /120, 42, 105/):
a =-- Decrease 1n altitude of initial cilrcular orbit H0 =

500 km as a functlon of conventional time

7= (C S,/2m)t

b ~- Number of revolutions of the lifetime of an AES as a
function of the perigee altitude for orbilt with €,

KEY: A ~-- ms/kg-sece

B -- N, /Te = revolution/

C --nneg = /T 219



In all cases of fllight, the appllication of the veloclty im-
pulse at the perigee of the transfer orbit iz the most economi-
cal,

A noncoplanar transfer or, ag 1t is called, a transfer
with a rotation of the orbital plane (Fig. 5.7), requires much
greater energy outlays. If the radii of the initilal and terminal
orblts are equal, this transfer can be made with the application
of a single veloclty lmpulse at the point of their intersection.

Its value can be estimated with the example of the rotation
of the plane of a circular equatorial orbit by Ai (Fig. 5.7 b). /260
In thls case the relative characterilstic velocilty 1is

AV
A?-‘--‘—'V—= 2sin-£i.
1

AV=av; /v, (AVg)max I Flg. 5.7. Relative energy
P qoz+ expenditures AV, character-
N 1T\ istic velocity ATy and maxi-
N ‘ozt / \ mum economy of characteris-
4: }rll‘-;;\& % I \ tic velocity (sz)max for
i 0 two- and three-impulse
@ AN SR / _ transfers:
NN 4o a -- AV for a coplanar trans-
Y N o fer between two or-
bits
o ) b -- AV for the rotation of
a 7 G2 0% 45 Qsrifry the plane of the equa-
_ _ c) torial orbit
:;0 (AVz Imax ¢ -- Maximum economy (sz)max
404 = 3 when a two-impulse trans-
4375} . s ra/r= 0877 fer  with one rotation
/) a4 of the plane is replaced
/ g0z Pt <4 with a two-impulse trans-
s ! // fer with two rota-
/1 WAz tions _
B 20 7oAl AT/ 02 d -- Maximum economy (sz)m ax

when a three-impulse
transfer wilth one
rotation of the plane
1s replaced wlth a
three-lmpulse transfer with one rotation of the plane 1s re-
placed with a three-impulse transfer with three rotations of
the plane (the plane is rotated by the second impulse; Ty is

the radius of the iIntermediate orbit)

Y %4- a6 ainfre
d
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Fig. 5.7. Relatlve energy expenditures AV, character-
istic veloclty AVy and maximum economy of characteris-
tic velocilty QQVZ max [OT two- and three-impulse trans-

fers /Continued/
KEY: A -~ Pe/rin = 0.8

B -- r2/rin = 0.2

The transfers between two noncoplanar orbits with unequal /261
radii can be executed with different numbers of impulses and with
different energy expenditures (cf /189, 192/, Fig. 5.7, ¢ - d).

The problem of the rendezvousof a spacecraft with another
space object does not fundamentally differ from the maneuvers we
have been consldering. The {ifference can lie only in the supple-
mentary conditlons 1mposed on the time of motion, for both ob-
Jects must simultaneously arrive at the point of rendezvous, and
on the value of the relative velocity (and possibly alsoc the value
of the relative coordinates) at the end of the transfer  tra-
Jectory dlctated by the goal of the rendezvous and the capabi-
lities of the onboard equipment.

If the object of therendezvous and the transport craft (we
willl thus conventionally refer to the objects approaching each
other) travel along circular coplanar orblts, then for a Hohmann
transfer trajectory the rendezvous willl occur 1f the angle between
the focal radli at the inltial moment of the maneuver is

Av=u[b—(i£ji)ﬂ, (5.7)
2r_b
where Tin and r, are the focal radii-factors of the transport

craft and the object of rendezvous, respectively.

To synchronize the time of the transport craft, the maneuver
can be begun later (holding in orbit). The transport craft, on
executlng the maneuver, can specilfically transfer from its ini-
tial orblt to the holding orblt, which can be elliptical »r cir-
cular. In the first case, 1if the orbit of the rendezvous object
is circular, 1t is selected so that it not only lies in
the plane of the orbit of the rendezvous object, but also is
tangent to it at the apogee or the perigee.

If the holding orbit is cirecular, then by condition (5.7)
the maneuver of approach must be executed along a Hohmann ellipse.
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The determination of the control law in landing is also one
of the tasks of navigation. It is subdivided lnto two tasks: de-
termination of the control law for the orbital departure and for
motion in the atmosphere.

The first problem is analogous to the ordinary maneuver and
consists of applying the retro-velocity impulse, transferring the
craft to a descending elliptical trajectory. The difference and (262
complexity lie in satisfying the conditlons at the second end-
point of the trajectory, located at some arbitrary altitude, which
we sometimes willl take as the altitude of the effective action of
aerodynamic control (80 - 100 km).

_ The condltions of atmospheric reentry and the retro-impulse
Avretr depend, in particular, on the angular range ¢ of the orbi-

tal departure trajectory (Fig 5.8).

AT, A

‘w““'" Fig. 5.8. Relative retro-
: moment _values
« KEY: A -- Avretr
50 The relative retro-impulse
~——{ —] p=ra05 of the circular orbit of de-
gt 7 parture can be determined from
p=90° the formula
F m—— gy
¥
F
0 20 &0 50 a0a®
- AV r_l
A‘retr___'_myo ——-2-seca{2(l+H——cos¢)+
+ tamsinqa-[tai?usinch+4(l—coscp)}.(
¥ (1 4+ H — cos p+tan asing) 1%} X
X1+ H —cosp +tamsing)-,
where Vo is the veloclity in the c¢ircular orblt;

H = H/R is the relative orbital altitude; an
T - ¢ 18 the angle between the directions and AV .
0 retr
The minimum value of Avretr corresponds to the angle ¢ =

180°, however in this case the trajectory (the value of ¢ ) is
highly sensitive to errors in the vector AV .. (ef F1g 5.7 b and /263

¢). The lateral deviation of the landing point 4B can be deter-
mined by the function

8B = Rsingdp,
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where 88 1s the lateral deviation of the vectoraﬁV;etro from the

assigned direction. The value of 6 [sic] 1s a maximum for a given 68
with ¢ = 7/2. When ¢ = w, the lateral displacement 1s zero.

In landing from an elliptilcal orblt for glven conditions of
atmospheric re-entry and the bounded energetics Avretr’ formation

of the departure trajectoriles cannot occur at Just any instant
motion. Forbldden orbital regions, from which transfer to the
descent trajectory 1s 1lmpossible, become larger wlth increase Iin
the eccentriclty of this initial orbit.

The trajectory of a craft in the atmosphere can be controlled
over the entire extent of motion (cf, for example, /B2/). The
maneuver 1s executed by using aerodynamilc forces (sometimes the
thrust of special jet engines is employed), produced by special
surfaces or by the actual body of the craft. The lift-drag ratio
in the latter case can be as much as 2.5-3. Maneuvering for a
landing in the atmosphere 1s executed in order to reduce the g-
load and the heating of the craft body, modify the trajectory
(chiefly its lateral turning for landing at an assigned point), and
correct the motion {approximation of the actual trajectory sublect
to varlous random perturbations to the nomlnal trajectory).

The program {or more exactly, the series of programs) of the
atmospheric phase 1s calculated ahead of time. During the flight,
depending on the condlitions of entry, one of them 1s selected, for
which motion 1s then reallzed wlth the aid of the control system.

When dlscusslng the atmospherlc phase of the trajectory, it
cannot be forgotten that maneuvering using the actlon of aerodynamic
forces can be used also in the flight i1tself to alter the plane of
motion (cf, for example, /I947). Here the perigee 1s lowered, by
means of a retro-velocity impulse, to the altitude at which the
effect of the aerodynamic forces permits the orbital plane to be
turned, and then the craft is transferred to the required trajec- /264
tory using two veloclty lmpulses. For some flight conditions,
thls combination maneuver can prove more economlcal than a purely
gas~dynamlec maneuver.

Iet us conslder characterlistics of certaln types of artificilal
earth satellites.

AES used for communications are subdivided, depending on the
equipment layout, Into passlve ard actlve, and depending on the
orbital parameters, into low (H,< 5000 km) and high (H, >5000 km).

Passlive communication satellites, for example, Echo-1 and
Echo-2, are reflectors in the form of a metal sphere or an assem-
blage of angle bars. Thelr advantage lies in simplicity and
operating reliabllity, due to the absence of any electronic
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equipment: thelr disadvantage is that in intercontinental lines of
large extent, the signal-nolse ratio 1is low.

Since energy losses 1n propagation are in this case involved
with reflection, they vary proportionally to the fourth power of
the distance (Fig. 5.9 /I87/). An increase in the size of the
satellites can only slightIy reduce the losses (an increase in the /265
diameter of spherical AES by a factor of 2 reduces losses by 6
db and thercfore makes necessary the use of ground antenna with
large aperture. Additlonally, increasing the size of a passlve
satellite leads to an increase in its weight. A disadvantage of
passive AES is also the fact that the deformation of t@e;r surface
gradually leads to a reduction 1n the reflection coefficient.

nif— - Cue Fig. 5.9. Characteris-
R ; - ;7 tics of communication
Pl S ; 459 0 ’ systems using AES /1047:
200f S ' 7 5/ a -- Energy losses:
M| 4 a 1 -- Passive AES

0 s s / 2 -- Active AES with

- " % Hm-?.ﬂ 74 cmnidirectional

B a) ./ E antenna
;;@c | L] L s0o-w-20 0 20 4006fn 3 =" gcgévgbAgitZ;zg
300 f ] v) gain factor
0 L~ b ~- Weight of AES as
100 |-Aedmet
e L G a function of
SO Q254 QF 108 50 112006 256 2RB 32 TRAK muie. kM radiated power,

c dab/w:

1l -- Passive spheri-
cal reflector
2 -- Active communicatlon AES

¢ -- Radlo signal delay time 7 as a function of orbiltal altitude H:
1 -- Boundary of allowable 7 values
KEY: A --TI, decibels

B -- 7, mleroseconds

C -- H, thousands of km

D -- G, kg

E -- db/w

Active communication satellites lack these drawbacks. They
are equlpped with retransmitting equipment amplifying the received
signal and sending 1t fo a ground receiving station. The retrans-
mission can be immediate or wlth delay of data when signals record-
ed in the onboard memory are transmitted to the region of the
ground receliving station accordlng to a previously adopted program
or by command from the earth., The satellites can be both oriented,
as well as nonoriented wlth omnidirectional radiation. The latter,
naturally, under otherwise equal conditions need retransmitters of
greater power, whose dlsadvantages are lower reliability and lower
carryling capacity. '
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In designing the orbits of communication satellites, certain
specific requirements must be taken into account, such as the number
and arrangement of ground communicatlon stations, number of channels
which must connect different palrs of ground stations, the distribu-
tion of the holding time and the signal delay time for duplex tele-
phone lines, problems of coordinating the system, and the effect of
outer space conditions on equipment longevity.

One of the important conditilons determining the orbit altitude
of communications AES is the already referred to quantity-of the
earth's surface covered by the satellite in which the reception of
reflected or retransmitted waves is possible, Angle o 1s equal to
the maximum angular separation at the earth's surface of the trans-
mitting and receiving radio stations. Also associated with the
orbital altitude is the time when the satellite is in the earth's
shadow; it determines the possibilities for recharging sclar cells,
The time of the synchronous location of the satellite in the shadow
does not exceed one percent.

The time of the mutual visibility of two points on the earth
surface also will depend on the orbital altitude, increasing with

an increase in this latter quantity. Thus, continuous communica- {266

tions between two given points on the earth surface is dependent
on the altitude (eircular) of the orbit and the number of satel-
lites (n) traversing it. Therefore, though satellites traveling
in low orbit provide communications for a smaller requlred power
and need less energy for orbital insertion, the bounded zone of
visibility makes their application difficult. As a rule, only
active repeaters with delay feature are used at these atltitudes.
The disadvantages of low orblts also include the fact that the
onboard equipment 18 subject to radiation effects and the hilgh
rate of the angular motion of the satellite makes

difficult; the Doppler frequency shift produced also additionally
renders the isolatlon of transmitted data difficult.

Also not free of disadvantages 1s the use of high orbits. The
most essential factor in this case is the long slgnal delay, that
causes an echo effect in reception (Fig. 5.9 c¢c). In this case
elliptical, severely elongated orbits with apogee lying in the re-
gion of thne stations in communication are more advantageous than
clrcular orbits. The Molniya AES orblts are constructed in Just
this manner.

A disadvantage of ellilptical orbits is the fact that the anten-
na gain must be varied in order to sustain a constant signal/noise
ratio, Additionally, their perigee can pasg through the internal
radiation belt of the earth, and also through those layers of the
atmosphere which can have a marked dissipative effeet on satelllte
moticn.



The number of requlred AES in a communication system can be
markedly reduced 1f there 13 a posslbillity of cﬁntrolling thelr
relative position by correcting and stabllizing” it (Fig. 5.10 a).

All the system parameters we have been consldering: number of
AE3, orbilt altitude, 1its shape, and the presence of sftabllizatlion,

as seen 1n Flg. 5.10 b-c¢, fundamentally affect the stability of the {261!
communlcatlons system.

With the exceptlon of ECHO type AES, all communication satel-
lites are actlive repeaters.

n Flg. 5.10. Number of satel-
200 G-mm.doan. g lites and costs of communi-
K M 20 catlon facilitles using AES:
% 200 a -- Number of AES for link-
l ing New York with Paris:
e \ 1 -- For ecircular polar or-
g il A bits and 99 percent
o overlapping
A L AN =] 2 -- For circular equato-
5 A o rlal orblts and with
532 8 15 80 f0Kmuexm 8 5 10 15 20 25K mecw stabllized AES
a) b) 3 -- For clrcular polar or-
¢ st B Régs and stabillzed
ol 4 -- For elliptical 1gclined
200 orbite (i = 63.5") and
\ stabllized AES
2060 b -- Costs C of bullding a
group of AES for con-
m-k == tinuous communilcation
between New York and
0 §F 2 15 20 25K mucam Paris
e) A ¢ -- Costs of coperating
this group of AES (in
b and ¢, curve 1 re-
presents AES stablllzed
in orbit; 2 -- AES are
unstabillized)

N}f [1.

v/
7

w3 &8 B8

~ M

™

"KEY: A -- H, thousands of km
B -- C, millions of dollars
C -- H, thousands of ¥m

Molniya communicatlons AES rotate 1n satrongly elongated orbits
wlith an apogee located in northern hemisphsre and with a senidiurnal
period of revolution, which permits about an 8-10 hour session of
Moscow - Vladivostok communlications. The satellite is equipped with
a 8ystem of high-precislon antenna oriéntation and with an onboard

transmitter with a radlation power of 40 w. Telestar satellites
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were designed to investigate communlcatlon systems using AES and

to develop elements of equipment for relaying television programs /268
and two-way conversations in several channels. With a radiation

power of the onboard computer of 2-2.5 w, thls satelllte provides

a Europe-Unlted States communications linkup lasting about an hour.

The Relay satellites were designed to determine the optimal
operating conditions of equipment and to Investigate the capabi-
lities of active space communications systems. They furnished
a Europe-United States communications linkup lasting about 70
minutes per perlod of revolution.

The Syncom satellites are synchronized communicatlons AES.
They are designed to develop a worldwlde communicatlons system,
which can be provided with three such satellltes. The Courier AES
was an experimental prototype of an active repeater wlth data delay.
Communication with 1t was ended 17 days after launch.

The Echo satellites are passlve repeaters made in the form of
an inflated spherlical shell of metallized material.

Meteorological AES are used to acquire operational and world-
wide information on the condlition of the earth's atmosphere, to
study the radiatlon balance of the earth, and to measure the spec-
tral distribution of the radiatlon of the earth and sun. Problems
of setting up a system do not blay the role with these satellites
ag8 with communications AES. The maln conditions that thelr trajec-
tories must satisfy include providing for the acquisition of neces-
sary data, that 1s, transiting the requlred number of tlimes over
assigned earth regions with assigned parameters (mainly, altitude)
of the orbit and providing for the transmiszslion of the acqulred
data, that 1s, transiting of the regions of the ground stations.

In order to conduct studlies In all latitudes with meteorolo-
glcal satellites, they are launched into polar orbits. Thelr al-
titude i1s dictated by equipment requirements and can vary Irom
500 km to several thousands of kllometers. Data from meteorolo-
glcal satellites, as a rule, are transmltted to the earth via
televislon cameras.

The TOS /Tiros Operational Satellite/ system of meteorological
satellites 1ncludes Tiros satellites, regularly launched in the
United States since 1961. By 1967 13 Tiros AES and two Nimbus satel-
lites had been launched. The first meteorologlcal satellites were
launched into nearly circular orbits, 700-800 km i1n altitude. gince£269
the inclinatilon of the orbital plane to the equator is 48° - 58%,
they can photograph cloud cover in a reglon of latitudes to +589,
The later launches of the Tiros AES (beginning with the ninth) were
made into orbits that were near-polar (1 = 100°), with a mean al-
titude of about 1400 km (T = 113 minutes).
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TABLE 5.1

Characteristics AES of the Meteor System:
Kosmos-122, -144, -156, -184,
-206
Orbit Circular, near-polar
Orbital altitude, km 625-630
Stabillizatlion system Triaxial electromechanical

with respect to the earth;
golar cells are orlented toward
the sun wlth an autonomous sys-
tem

Two television (TV) cameras; /279
infrared (IR) camera of the
television type {wavelength

range 8-12 mlcrons); actino-

metric (AC) camera -- with two
narrow-sector scanning and

wlde-sector scanning radiometers

Makeup of meteorolo-
gical equipment

Width of coverage strip
of locale, km:

™V equipment 1000
IR equipment 1000
AC equlpment 2500

Three-dimensional re-
solutlon at the nadlr,
km:e

Of TV lmages 1.256 X 1.25
Of IR 1mages 15 X 15
Of AC images 50 X 50

Power sources

Solar and chemilecal cells

The makeup of the onboard equipment of meteorological 3atel-
lites includes television cameras wlth narrow- and wlde-angle lens-
es, Iinfrared detectors, and magnetic tape recorders. These instru-
ments permlt transmittlng to the earth not only the lmages of c¢loud
cover and lce fleld marglns, but also observing the bulldup of
hurricanes, typhoons, storms, and measuring earth temperature.

These data are recorded by onboard memory devices, and then
on ground command are beamed to ground stations. This system can
transmit to earth up to U400 cloud cover images per day.
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TABLE 5.2

Characteristic | Tiros Meteorolo- Experimental Nimbus
glcal Satellite Meteorologlcal Sat-
ellite
Orbit Circular with Circular, near-polar

Orbltal altitude,
in km

Stabilization sys-
tem

Locatlion of tele-
vislon camera
lenses

Resolving power of]
TV equipment, 1n
km

Mean rescolving
power of IR sen-
sors, in km

Upper resolving
power of IR sen-
sors, 1n km

Number of lmages
recorded on magne-
tic tape per sat-
ellite revolutlon

around the earth

different incli-
nations

700

By rotation, wilth
axls of rotation
in the orbital
plane for the
first models, and
wlth the axls of
rotation perpen-
diecular to the
orbital plane in
later models

On the lower bhase
of the body -- in
the f{irst models,
and on the later-
al surface -- in
later models.
Exposures are
triggered by the
IR horlzon sensor
when the camera
is pointed toward
the earth

1.6 (in image
center)

48

32

1200
Triaxial relative to
the earth (accuracy of

orlentation +1°); solar
cells are oriented to-
ward the sun

On the lower surface of
the instrumentation
compartment; the cameras
are always pointed to-
ward the earth

0.8 (in image center)

48

40
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Meteorologlcal space systems can acquire different kinds of
data. In particular, the Soviet Meteor system makes it posslible
to acquire television, infrared, and actinometric meteorologlcal
information both on_the day as well as on the nlght side of the
earth (ef Table 5.15). In contrast, the ESSA meteorologlcal sys-
tem incorporating Tiros satellites has much smaller capablilitles,
belng able to acquire only televisilon images from the day side of
the earth (ef Table 5.23).

The system of meteorological AES can also collect data obtalned
by floating and remote automatlc weather statlons and transmiltted
to a single meteorological data processing center (this function
can be fulfilled by specialized communlcatlon satellites included
in the AES meteorological system).

Approximately ldentlcal trajectory characterlstics of satél-
lites performing different functions permit them to be carriled out
with the same craft. Thus, in the Unlted States /1387 a apecial-
ized program has been developed aimed at bullding a multimission
satellite performing functions of meteorological reconnalssance,
and 1n investigation of tectonlc activity, volecanic activity, and
tidal waves. It 1s projected that several of them willl be launched
to orbits 30,000 - 36,000 km in altitude, with the most varled
inclinations.

Navigation with AES /1507 can be carried out In several dif-
ferent ways, considered 1n Chapter One, Sectlion 2. The method
currently reallzed with Transit satellltes 1s based on measuring
the Doppler frequency shift of radlo signala beamed from the sat-
ellite.

Polar orbits of navigation AES must intersect the equatorial
plane at about ﬂ5° intervals. Thls will enable shlps and
aircraft to determine their positlon not less frequently than
every 110 minutes. The time interval would be shortened with
increase in latitude. A more even density of satellite distri-
bution is found for a system of four AES, two of which lie in
orbits with inclination 1 = 20 - 309, and two -- with inclina-
tion 1 = 65 - 75°.

A project of the General Electric Company is relatlve
determination of range conducted with an actlve repeater satel-
lite and a ground radio measuring complex; two AES on a parklng
equatorial orbit, displaced in longltude by an angle of about
50°, are adequate for navigation in the Atlantic.

The orblts of navigation satellites are always circular, and
thelr altltude is chosen on the condition of the most exact pre-
diction of the trajectory and is about 800 - 1000 .

Fig. 5.11 schematically presents6 the principle of employing
AES in the 1ntereste of navligation.
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The Translt navigation system operates according to this
scheme. Tt includes four Doppler statlons for tracklng satellltes
with updating of data twlce a day, twoe stations for data 1input
into the onboard memory devices of the AES, a station for fre-
guency reference standards and common time, a computer center,
and a control center.

Fig. 5.11. Principle of the use

of navigation AES:

1l -~ station for data input Iinto
the onboard memory devices
of the AES

-- AES tracking station
-- station for reference frequency
and common time

computer center and c¢ontrol

center

-- obJect determining 1ts coor-

dinates with the ald of the
navigation AES

UV = Wi
t
[

Fig. 5.12 -- Scheme for the geo-

detle tle-in of ground statlons

with the aid of AES:

Al, AE’ A3 -- AES observation

atations

B -- statlon located at the tled-in

geographle polnt

CE’ C3 -- posltion of satellite
1n orbit at the succes-
8ive time 1nstants

tl, tos t3

Cqs
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TABLE 5.2 /Continued/

Characteristic |Tiros Meteorolo- Experlimental Nimbus
gical Satellite Meteorologlcal Sat-
ellite
Dimensions of 1120 x 1120 by one |With three cameras: in
earth area covered|camera a centrallzed system
by a single frame, wlth magnetic tape re-
in km cording
2700 -- a3 to lati-
tude, and
835 -- as to longl-
tude;

in an autonomous sys-
tem with direct trans-
mlssion of images from
the wvidlcon,

1600 % 1600
Angle of field of |[104 -- first mo- |[108 -- in an autonomous
view of TV equip- del; system wlth direct trans-
ment, 1in degrees 140 -- later mo- mission of lmages from
dels vidicon
Kind of equipment |Vidicon, 12.7 mm Vidicon, 25.5 mm 1n dia-
in diameter meter
Power sources Solar cells and Solar cells and buffer
buffer storage storage battery

battery

Complling exact geographic maps of the earth's surface re-
qulres increased accuracy of the geodetlic f£ie-ins of individual
geograghic objects, contlnents, and islands. At the present tlme
1t is - 16 km for certain islands and up to 1.6 km for the
continents /I85/. There are two methods of using satellites in
the interests of geodesy:

a) the satellite's orbit is known 1in an absolute geocentric
system of coordinates, and coordinates of the assigned statlons
on the earth's surface are determined with respect to the satel-
lite and thus they are tied in to the absolute system; and

b) the AES orbit is determined from measurements taken by
the ground statlions; since the AES motion 1s due Lo the type of
force funectlon, then the kind of funetion, parameters character-
lzing the earth's gravitational field, and thus, alsc parameters
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deseribing the figure of the earth can be determined by the calcu-
lated trajectory. The ANNA (Army -- NASA -- Navy -- Air Force) and
the Starflash geodetic satellites function according to the first
method.

The ANNA AES is equipped with four xenon flash tubes designed
for 70 days’'of operation. The tubes are triggered when the satel-
lite transits the region of the ground observer statlons. These
flash tubes faclilitate spotting of the satelllte and permit the
determination of the relative position of the ground measuring
stations with high accuracy, using optilcal devices. The Starflash
AES, from foreign press data /138/, is also equipped with a flash
tube beaming coded pulges, designed for 10 months of operation,
and permits fixzation / tie-in/ with an error of 30-50 m.

The SECOR geodetic satellite works according to the second
method. To facilitate orbital determination, it 1s equipped with
a radar transponder that operates on interrogation by a ground
station.

The Geos is a combination geodetic satellite., It 1s equipped
with flashing 1light sources, laser reflectors, radar reflectors,
and a radio beacon transponder /138/. -

Fig. 5.12 schematlcally represents the method of using an
AES for mutual fixation of different points on the earth's surface;
here the satellite must be simultaneously within the visibility
zone of all these stations. The geographic coordinates of the
ground statlons Al, AE’ and A3 are assumed to be known precilsely.

The satellite coordinates (in the flgure -- the positions Cl, 02,
and 03) are measured at the instants t,, t,, and t3. If the ins-

tantaneous values of the angular coordinates of the satellite are
known relative to station B, these data permit the determlnation

or the refinement of the position of station B in the chosen coordi-
nate system. Depending on the method by which the relative position
of the AES 1s measured, particular coordinate surfaces are used to
determine its coordlnates. For example, 1f the relatlive ranges are
measured, the rectangular coordinates of the AES at the instants

tl’ te, and t3 are found as the points of Iintersectlon of spherical

coordinate surfaces with centers lying at the stations Al, AE’ and 5275'

A.. When determining the coordinates of station B (in the same
réctangular system), the centers of the sphere are at the points
Cys €y, and Cq (cf Flg. 5.12).

Much attention in recent years has been glven to manned space

craft designed to rescue crews 1in trouble. An existing agreement
between the USSR and 7.8, on this problem requires the development
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of new transport spacecraft. One of the most Important tasks 1in
building long-term space transport systemsis their multiple use.

5.2, Acklon Zones of Maneuvering Spacecraft

The action zZones of maneuvering spacecraft depend on the re-
serves of fuel or "reaction mass" onboard, inltial and terminal
conditions of transfer from orbit to orbit, and also the time spent
in thils transfer.

We will consider multiple impulse transfers of a maneuvering
spacecraft for a glven transfer time. Sometimes the determining
parameter is the relative velocity at the rendezvous point. We
will make the following assumptions: the spacecraft is assumed
to be- a material point; the parameters of the 1nitial orbit of
the maneuvering spacecraft and other space objects are glven
exactly; instantaneous velocity lmpulses can be imparted to the
maneuvering spacecraft at speclflc time instants; the Newtonlan
field of the earth's attraction (the fleld of a materlal point) is
assumed to be unperturbed.

¥ zﬂﬁw Fig. 5.13. Transfer befween e¢lrcular co-
Lecy, planar orbits
KEY: A -- Second trajectory
B -- First trajectory

C -- V., [Er = transfer/

The trajectory of the flight of a maneu-
vering spacecraft depends on the magnltude
of the impulse, on the point of 1lts applica- /276
tion, and on the angle between the vector of the initlal velocity
and the impulse direction. Iet us consider the case of ¢lrcular
coplanar orbits. We will denote with € the angle between the velo-
city vector of the maneuvering spacecraft at the instant of trans-
fer and the veloclty vector at the initial circular orbit (Fig.
5.13). The transfer velocity of the spacecraft 1s determined hy
the formula, with reference to angle 8 and impulse AV:

Vo =[Vi+ AV2—2ViAV cos(x —8)]". (5.8)

The transfer orbit parameters are determined as follows:

_ ny siitd
Pz T (5.9)
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! tr pn=fM.
Here £ 1s the gravitational constant; /277

M is the mass of the earth;
p 18 the focal parameter of the orblt; and
e 1s the eccentricity.

The curves in Fig. 5.14 show the maximum range for a flight
with circular orbit R = 7076 ¥m for different transfer impulses
AV = 0,1 - 0.5 lan/hr and with a rotation of the angle of lmpulse
application within the range 0«06 < w, where for the angles 7 =<
< 86< 2¢ the curves lle symmetrical relatlve to the axis 6= ..
As we know, the position of a vehicle in space 13 wholly deter-
mined by the values of four Keplerian elements and the 1instantaneous
time Instant or angular argument of the motion. Iet us take a sys-
tem consisting of the following quantities as a set of such para-
meters:

Qi1s the longltude of the ascending node; 1 i1s the inclination
of the orbilt; a is the major semlaxis; e 1s eccentrlclty; wls the
angular distance of the pericenter from the ascending node; and

u is the angular distance of the object 1n the orbit from the line
of nodes (the argument of the latitude)

Iet us set up a problem of determining optimal orbital maneu- £2[8
ver of the spacecraft performing the rendezvous mission /I1217.

The rendezvous polnt 18 deslgnated In the orbilt of a space
object with which the rendezwvousmust be made by the maneuvering
spacecraft, from the condition of matchlng the time of their motlon;
the following quantlity must satlsfy this condition:
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Fig. 5.14. roax 25 2 function
ﬂ of the angle & for different
g-10° Iy =707 values of the impulse for a
¢ \\ spacecraft transfer from a cir-
cular orbit (orbit altitude 1is
< \ 700 lkm)
e NS AN KEY: A -- 6, deg
T \
<7 \
716 * =
g 52 b/eli] 158 8 gpad

3[’
Mty = = E ()= E ()=
— e[sin E (t) — sin E{t}}} -+ T, (5.10)

where At

E(tg), E(t,) are the eccentric anomalies of the rendezvous
point and the position of the obJject at the 1in-
stant of spacecraft launch;

1 1s an integer; and
t 1s the total period of revolutlon of the space
object in its orbit.

1s the transfer time of the spacecraft;

By varylng the position of the rendezvous point 1in the .orbit
and thus Attr, we obtailn different values of the characteristiec

velocity for an impulse transfer. A one-parametric famlly of
curves, shown in Fig. 5.15, has an envelope determining the minlmum
values of AV. Here the launch point of the spacecraft 1s fixed.,
The characteristic veloclty of the spacecraft transfer can be cal-
culated by dlfferent formulas, whose content -- however -- 18 the
same.

Iet us derlve formulas for caleculatlng the characteristilc
spacecraft transfer veloclty in the rendezvous misslion. To deter-
mine the parameters of the transfer orblt, we can use any method
of determining a trajectory by two points, for example, the
Euler-lambert or the Gauss method /108/.

il ayde e L

Euler-Lambert method /I21l/, which deter-
mines the transfer time Att as a function of rys Tps the angular

distance between them A4 in the transfer plane, and the semimajor
axis of the transfer orbit 2.,

We will seleect the

LY
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Different transfer trajJectories are obtained for
ratlos between these quantitles:
elliiptical, if
n+rg+s
tr:> 4

parabolic, 1f

lri—~nl] <s

and hyperbolic, 1if

4a r
tr+ t+rz»s,

different

(5.11)

(5.12)

where 8 1s the distance between the radll-vectors rl and rg. The

trajectories determine unlquely only for parabolic and hyperbolic
orbits. The Euler-lambert equation for orbits of different types

can be written as follows:
for a hyperbolic orbit (atr=< 0)

| U
Aft ~_—-—J—-—[shs—s;|:(5ha-—a)]:
T Ve

for a parabolic orbit (atr =+ =)

1 . )
T R
5V u
for a first-order elliptical orbit (a, . n+,2+3)
4 .

AV amfe A

of the space obje

argument of latit

30 Ptﬁfzﬁgz Fig. 5.15. Characteristic
transfer velocity as a func-
tion of time. The pesition

ct in the

orbit 1s determined by the

ude u, in

radlans. The paramsters of

5 are as

the initial orbit
follows:
aq = 8000 ¥m
1l = (0.01
0 W = 0.78
1000 2000 Jooo #000 so00 te Q, = 0.78
1 — -
11 ={
ul =0
ap = 10,000 ¥m
12 = 0.015
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Fig. 5.15. Characteristic transfer velocity as a fune-

tion of time. The position of the space object in the

orbit is determined by the argument of the latitude u,

in radians. The parameters of the 1lnitial orbits are
as follows /Continued/

wy = 1.05

92 = 0.78

i, = 0.08

KEY: A -- V, km/sec
B -- Tons

32

a
Mtr=—‘}_1:—[2m+--smem_ sin B); (5.13) /280
for a bounded elliptical orbit (a,, = —Htf)
w, =52 o 4
= I +I):F(l—sinl)]; .1
tr V—; (5 )
for a second-order elliptical orbit (atr:>£lif£ti)
& == D x(r+ D—(c— sine) F (5 — sin O] (5.15)
Vs
In formulas (5.13) - (5.15), the sign " - " corresponds to the

case when 0 <Ad< w, and the sign "+ corresponds to the case when

T« Ag <27 The quantities s, & &, €, and § are determined from
the expresslons glven below:

e V Pidr - 2rirgcos A% ;

T n+r+s ¥ ri+ryg—s
;h—=l/ e sh-—-=|/ ..
2 —4atr 2 -htr

>0, §30

,.,,.:_=l/:1_+_f=is_; sntoy/ ntn=s.
2 4. 2 4“l:r

after the rendezvous point 1s selected, the parameters of the trans-
fer trajectory and the lmpulse value are calculated.

The eccentriclty of the transfer orbit is determined from the
expression
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201;:_ 2
2+ ry E(fy) — E(ty) T (5.16)
+(l+ 2, )sec2 2 ] )

where E(te), E(tl) are the eccentric anomalies in the plane of the

transfer orbit of the rendezvous point and the launch polint of the
maneuverlng spacecraft. The angular distance of the pericenter
from the node of the transfer trajectories 18 found by the formula

. = Bﬂarctarp—.
tr X1

in which Xqs ¥, are the coordinates of the spacecraft launch point /281

in the plane of the transfer orbit (the Ox axils 1s at the ascending

node, Oy is along V);
ﬂl 1s the true anomaly of the launch polnt, determined as fol-

lows:

Viteyn, &
Y=2arctar 'I—_émtg 21 l:
r
'y

B} = — g1 + arecos oot L.
r

— s 3 i
= xn; k= +nn 0 < AYS
" T =T for (5.17)
n= ';‘ 4+ A= et 4+ xn for 0 < A% <2n;
N - O<cE«n,

T l2m—s? B>

It EI < 0, then the supplementary angle E{ to 27 1s conzider-
ed, and ' 0<F <xn
hg{m—ﬁ E>a.
The true anomaly ©f the rendezvous polnt 132 1s determined by
formulas (5.17), in which the eccentric ancmaly
Eg = q 4 arccos eﬂ-.

1
is 1nserted. b

The longitude of the ascendlng node'ﬂtr and the 1nclination

1 are calculated 1n terms of the coordinates of the launch point
agﬁ the rendezvous point in the geocentrlc lnertlal system of
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coordinates, as follows. ILet Cl’ 02’ and 03 be the projections of

the doubled area of a triangle taken with the corresponding sign
on the coordinate planes 1n the geocentrlce inertial system of coor-
dinates; then the longltude of the ascending node of the transfer
orbit ZibS is

[CosimCy)
- —_— s < Q = P,
Qtfarctan [Casign C1) "t

The angle of inclination of the transfer orblt plane is deter-
mlned by the formula

+ 1 Cy |
7, =arccos —_— 0<i,_ <m.
tr n ch: +Ciyct tr

By determining all transfer orbit parameters, we obtaln the /282
characteristic velocity; here the followlng formulas are used:

&= — V-a—(l—tl:-a[(sinu+esinm)cos§2+

-+ (cos u -+ e cos @)sin Q cos i];

y=— Vﬂ—(li—ﬂ[(sinu+esinw}sin9—

—{cosu -+ ecosw)cos Qcosi];

z2=— V—-E-—-sini{cosu—i—ecosw).

(i—¢)

The relatlve veloclity at the rendezvous point is calculated in
2imilar fashilon.

Of greatest interest is the optimization of the characterils-
tic veloclity by the angles speclfying the position of the starting
point u, and the position of the rendezveouspolnt Uy since for

given orbital elements they specify the position and veloclty of
the satellite.

The characteristic velocity as a functlon of the transfer
time and the angular positlon of the satelillte in the orbit are
shown 1in Flg. 5.16.

The solld lines represent the minimum impulses; the dashed
lines represent the relative velocitles at the rendezvouspolnt of
the spacecralft and the satellite.
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The eccentriclty, inclinatlion, and relative location of the line
of apsides are factors having varying effects on the magnitude

and the number of local minima of the quantityzivmin and erl

(cf Fig. 5.16). For a complete analysis of the transfer problem,

we must note the number, shape, and relative values of all these
minima. Since the characteristic velocity is not convex and is

not an everywhere-smooth function, 1t is difficult to employ ordi-
nary numerlcal methods of optimization, such as the steepest-descent
method Z?§7. Let us therefore use, in investigating the impulse
function and in determining the global minimum, its geometric re-
presentation in the plane ul, u,. The points of thils plane defin-

Ing all possible transfers of the spacecraft for the rendezvous {283
wlth the satelllte are enclosed in the limits 0 = u1 < 21}
Q 411242#.

The geometrlc position of.points with equal impulses AVO can
be obtalined in thls plane.

These equal-lmpulse lines are shown 1in Fig. 5.17 (the space
objJect 1s 1n a e¢ircular orbit, the spacecraft orbit is cilrcular,
and their planes coineide) and in Fig. 5.18 (the inertial orbits
are elliptical and noncoplanar). The relatlve mean distances from
the earth and the angle between the planes of motion are the deter-
mining parameters in seeking the minimum AV. Selectlon of the
optimal solutions in the rendezvousproblem depends also on the
holding time® and the transfer time.

AVinin A Fig. 5.16. Minimum characteristic
Emf A velocity 2 and relative veloclty 1
A at rendezvous point as functions of
;I the angular position of the space
4 ,‘ object 1in orbit (u, = 1.92)
,/ \ KEY: A -- Vrel’ km7sec
E B -- u, deg
2 y Y. \
TN ) For spacecraft performing a
z rendezvousWith several space objects
B (their so-called fly-by), not only
a must individual transfer orbits be-
50 100 50 u zpad

tween two polnts be determined, but
also thelr optimum sequence.

Since the maneuvering spacecraft can execute more than one
revolution 1n each of the transfer orbits, thelr distances at the

perigee (rp) must be limited from below, i.e., ry> g, Orblts

satlsfying this condition are called real orbits. In searching
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for the optimal transfer orbits of a maneuvering spacecraft, we /284
must use the region of values of the initial parameters to obtain
real orbits 1535.

w, epnd A B Filg. 5.17. Lines of equal
70 %’ optimal impulses for circular
& coplanar orbits
& /;/%/%///Fj KEY: A -- Deg
%2 445 i %
% ‘A?ffgé%i/ﬁf : Aéég Suppose the position of
) 7$;: ; the spacecraft launch point
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G and the rendezvous polnt are
determined by the dlstances

from the geocenter ry and r,

and by the angle 2f between
these radlii-factors

(O« 2f <« 2 ). For e close
to unity, the limiting values
of the true anomaly of the
initial transfer polnt are

0

defined as
[ 17 L 40 50 80 A 70
wger gpad
cosec f
= 7 + — .
(el)eﬁl Zarcta.n[cot Vs ]

The perlgee values corresponding to the limiting transfer
orbits with minimum eccentricity and with eccentrlcity close to
1 are determlned as follows: _

{r e win = a(l+ay(cos2f—1) {285
d U+ V1 +a2—2acos2f ~— (1 + 02—2a cos 21)
{1—cos2f)
(f-) =-1= - [y
B 2(l+aj:2Vu_cosf)
wh r
ere = T o
B r n

;
For assigned ry and roin’ real orblts obtaln only for specific
comblnations of o and f, where for the same values of a and £ the

orbit with minimum eccentricity can be iImaginary, while with an

eccentricity that is very large (e » 1), this orbit 1s real, and
vice versa.
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Fig. 5.18. Lines of the equal

.m/ optimal impulses for ellipti-
/// 2 cal noncoplanar orbits. Inl-
00 4 ; tial-orbilt parameters:
a. = 8200 km
/1 /] e 50
250} 7 ; e, = 0. 5
/ F w) =0.7854
200
Q = 0.7854
l{ﬂ _ O
150 =
/ ap = 10,000 km
gl e
L prg 7 5 e, = 0.1
¥ 7/ oo - 0.7854
TN e 2o
r, A —
0 36 0 50 0§ 250 300 g8 1y = 0.1745

uy epad KEY: A -- Deg

The domain of the existence of real transfer orbits for the

case a« # 1 1s dictated by the values of the true anomaly (01)bo

/bo = boundary/ of the spacecraft launch point, specifylng two
transfer orbits at the bounds of the real domain in which

r =T )
P min: ("J_) _
tan 2 /oo

/286

(Fuig—1)sin 2f = |/2(—f’:i —1)(F,,,,,, —1){1—cos2£)

g fmin o (1 + cos2F)— (1 — cos 2f)

=1

The regilon of angles 01 for which rp > Tin ls defined by the sign
of the derivative

sign (%%1-—) = sign [(1_-—«:} sin (-%— +f)].

Thus, when a # 1 for asslgned a,f and ?min’ the above-written
equations wholly specify the reglons of the angles 01 to which
real transfer orbits correspond (Fig. 5.19). When a = 1 for
assigned ry, Ty, and 2f, the exlstence of real orbits 1s verified

by the relationshlps:

ot > (141 008 £ 1), 0o & (l—Tmadl (i <05 £).
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With an assigned spacecraft transfer time, for specified inltial
conditions real orbits are considered in which the angular transfer
range 1n the general case 1is assumed to be

ﬂﬂ=2(f +ﬂﬂ-), n=1,2, veay M,

where the number n 1s not given, but 0 < f <= is asslgned.

Fig. 5.19. Relatlve perigee
Ll Y e=t altitude as a function of true
Thi™ Fnin anomaly of the initlal transfer
B T _polnt
Odracmu By peanssix opdicm KEY: A -- I'pl
B -- Regions of real-orblt 4,
- ¢ -- (3 po)
=125 Z2f=60° 1 bold
’ D -- (9 polis
Lt ' In searching for real orbits /287
0
"o ﬁmﬁgjﬁt providing for transfer In a spe-

cified time, the integral number
of revolutions n corresponding to
it 1s determined. Thils is done
as follows. When a # 1, for the
case ab0<< Trin’ the modulus of the difference 1n the number of

revolutions at the boundary points of the real reglon is determlned
as follows:
A =|[nn]i — [rLuliu]| 2= 1,
where [nI II] is an integral part of the number of revolutions,
3

and the subscripts 1 and i+l denote adjacent bounding points.

If A > 1, then orbits corresponding to all integral values of
Ny 11 in the range of revolution numbers studied will be real; if

3

A < 1, then they are in general no real orblts for the specified n.
If an orbit with Vi (tz=—Al)

n
max Ina’

lies in the real domaln, then all

orbits with integral values of n within the range from the smaller

nI,II to nmax will be real. If the real domaln contalns an orbit

with e = 1, then all orbilts corresponding to integral numbers of

revolutions from n = 0 and to the largest in this range wlll be

real. For a = 1, all transfer orbits wlth integral n within the

range from smaller n; ;y to n /¢i = circular/ will be real. If
N ci

itny II] — nci! < 1, then in genéral there will be no real orbit
>

for the specified time. The quantlty N,y defines the number of
revolutions corresponding to the circular transfer orbit
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In Flg. 5.20, domalns denoted by lnslde hatchlng represent
the set of 1nitial data «, 2f, and rp min corresponding to an

unbounded transfer tilme.

Note that the domain of real transfer orbits of maneuvering
spacecraft depends on the_parameters of motion as follows:
1) for a specified rp min? with increase 1in o« the domain of

real orbits becomes smaller, where fora < 1 when « = T s the

P min

domaln degenerates into a straight 1line 9, = 2w - 2f;

2) for a specified «, an increase in the allowable perigee
radlus of a transfer orbit leads to a contraction of the domain
of real orblts:

3) whena< 1, most of the domain contains real orbits with
apogee at the 1nitial transfer point (e¢=m), and when a > 1 --
with thelr perigee at the same point (8, = Oj; and

4) orbits for which e = 1 encompasé wlthin the real domain
a bounded range of values for the angles f.

the /28¢

Fig. 5.20. Domains of the func-

tion_of main initial data a, 2
and rp min for an unbounded tr
fer tlme

KEY: A -- Deg
B -- Ty min
C -- Deg
Thus, for specifled value
of the 1nitial data, there is

always a wide domain of real

time a greater opportunity for
variation 1n angles 1s afforde

fer orbit.

In the case of an asslgned time, the number of calculations
of posslble transfer orbits is also reduced.

£,
ans-

5

orbits such that for an unbounded

d

in selecting the requisite trans-

The domains of real orblts must be determined when seeking the

optimal maneuver of a spacecraft in flying past a group of satel
lites in different orbits. The method of constructing the optim
route for a fly-by past a group of space objects 1s extremely
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cumbersome, for this problem 1s of the combinatory type, whose {289
specific detalls conslst of the starting points moving according
to complex nonlinear laws 4527. The dynamlc programlng method,
allowing the solutlon of the problem to be subdivided into stages,
15 a rational method of solving it. In setting up a computational
algorithm, special attention must be given to two important points:
1) selection of the group of parameters characterlzing the
state of the physical system S; and
2) subdividing the process of controlling the maneuvering
spacecraft in the fly-by past n objects into stages. Here the
process of transferring from So to Sk must be broken into stages 1In

such a way that they admit of a convenlent enumeraticn and a well-
defined sequence of actlons.

The principle of dynamiec programming presupposes the selectlon
of controls for an individual step with reference to all its conse-
quences in the future, and in accordance with thls it 18 required
to find at each step a conditional optimal control for any of the
possible outcomes of the preceding step. The proper subdivision
of the process of optimizing the trajectory of multiple transfers
of a spacecraft is very important, since on 1t depends not only the
accuracy of a solution and the computer time outlays, but 1n several
cases also the possibllity of bringing the solution of the problem
to a concluslon.

let us look briefly at the search algorithm for an arbltrary
minimum of some specifiled criterion determining the optimal route of
a maneuvering spacecraft in fly-by past a group of gatellites in
different earth orbits, the dynamic programming method éib, 23/
affords minimizing any output parameter characterizing the state.
In this case, the optimal routeof a spacecraft 1s defined as the
route either with minimum energy outlays for a bounded time, or
with minimum time of fly-by past all satellites with a bounded
fuel reserve. Different a priori prerequisites relative to the
initial data are assumed for these variants, however the solutilon
algorithm used 1s common,

Let us denote the position of a maneuvering spacecraft by S,
the position of the satellites by pi(i =1, 2,..., n), and the /290

entire system of maneuvers with whlch the state S 1s changed, by

V. Thestate of system S is described by the seven parameters a, e,
w, 2, 1, u, and %, which represent a polnt of seven-dimenslonal phase
space H, and the state change in the course of the control V corres-
ponds to displacement of the point S in the phase space. This
trajectory S affords fly-by past all n satellites pi(i =1, 2,..., n)

with certailn specified conditilons at the encounter points mainteln-
ed. Control of the system 1s organlzed so that some criterion I
tends to the minimum I* = min I(V, S). The criterion I is defined
either as the overall characteristic velocity of multlple transfers,
or else as the time of fly-by past the n satellites.
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Let us consider the case when the c¢riterion 1s the overall
fuel reserve of the spacecraft (corresponds to the characteristic
veloclty). Suppose the initial state S, and the domain of terminal

states Sk defined by the contralnts imposed on the total space-

craft flight time and by the number of satellites past which the
fly-by takes place are glven.

Then the problem of determining the optimal spacecraft maneu-
ver in the fly-by past the n satellites 1n a bounded time 1s
formulated as follows: from the set of possible controls V(AV

s AVn), we must find the control V* which transfers the

point S in phase space H from the initlal state S_ to the terminal
domain of tne S, such that the overall characteriStic velocity
tends to a8 miniﬁum.

AV

1’ 2’

The variation in the state 8 1s subdivided into n successlve
stages and optlmization of each of them 1is carried out, beginning
wlth the first. The problem of optimizing the trajectory of the
fly-by past the group of satellites wlll be set up differently,

depending on the specirflcation of the boundary values of SO and Sk'

If it 1s requlred to determine the optimal route for a £ly-by
past the group of satellites and to arrive at the assigned orbilt
Sk’ the optimization beglns with Sk and as a result of the solu-

tion of the probvlem, we obtain the optimal initial orbit.

For asslgned initilal condltion Sk’ terminal conditlions are

not expliecltly defined and the fly-by past all satellltes 1is an
indlcator of the end of the process. The optimizatlion problan 1s
initially scolved in this formulation. ZEach stage represents the
selection of possible optimal transfers between orbits of several /291
sabtellltes, where only real orblts are conslidered. In a partlcular
case, the stage can represent a transfer between only two orbifs.
Selecting the optimal control V withln a stage is subdivided by
time into k steps. The number of peoints k 1ln the transfer orblt
dictated by the possible instants of departure of the spacecraft
from this orbit deflnes the scale of controls, for to each point k
there corresponds its own value of the characteristic velocity.

At each stage of the calculation, we must first seek for the
conditional optimal control (for all possible assumptilons on the
results of the preceding step), and then, after the optimization
has been brought to the flnal stage Sk’ we must agaln carry out the

full sequence of steps, but now in the direction from the terminal
point to the starting polnt; here, one of the set of the condi-
tional optimal control is selected at each step.
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The operatlon which brings the control transferring the space-
craft to the encounter point and minimizing the c¢haracteristic
velocity into correspondence wilth the starting polnt of the space-
craft from the transfer orbit and the assigned condltlons of en-
counter with the satellite 1s called the elementary cperation.

Any method of determining the optimal transfer trajectory can be
used in the elementary operation.

Obviously, wholly specific initlal phase positions of the
spacecraft and the objects flown past correspond to the optimal
route of the maneuvering spacecraft. For any initial phase posi-
tion an optimal transfer from the holding orbit can be provlded.
The maximum holding time for which any possible phase positlon is
realized 1s determined by the periods of the total revolutlon of
the space objects and the maneuvering spacecraft.

The characteristic transfer veloelty of a spacecraft between
two orbits, with assigned parameters of both orbits, depends on the
spacecraft altitudes relative to the line of nodes.

The mutual altitude of two space objects 1s a perlodic func-
tion of time, and this perilod is equal to the maximum posslible
holding time. For the case of a single transfer with TS < TP, the
period of variation of the phase positions of the maneuvering space
craft and the space object 1s determined by the formulas

T8 7%
= 0 N

™m—r n-7
D, = re
P qu T3, LIV
1t @

where T® 1s the perlod of the complete revolution of the spacecraft
in the reference orbit; and

TE is the period of the total revolution of the space object.

For the case of two space objects, the perlod of the change in

their phase disposition and the spacecraft is determined with simi-
lar formulas:

o
ﬁl! { 1 }:0!
T3
T8 o T3
¢2== —"'"'—"'_12 " Fip= L ’ =0,
Oy — El‘zrg Tg O — Elﬂrg
T°
Py Gy Th ——— =2,
| M2 T2 - ‘1’1"51,275 g2
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where Tg 1s the perlod of revelution of the second object and
Tg <‘T§ <:Tp. For an arbltrary number of space objects, we obtaln
the recursive functlons:

( o,
.. {_LL}=&

L Y ™
O = ikl [ 2 ]=0.

sy — Epp1Th Oy — Epp—1TR
T Pr

P .
P + ] T! ’ = .
* G Py~ EqaiT2 qs

If the periods of the total revolution of the maneuvering spacecraft
and n objects are similar to each other, the total period ¢k can be

very large. For example, for a palr of orbits with total perlods

T = 5428 seconds and TP = 5798 seconds. the total period of change
in the mutual space disposltion of the spacecraft and the object /293
is 14 TS, which is about 21 hours; for two orbilts with periods

T° = 5428 seconds and TP = 6049 seconds, it 1s now ¢i = 1612 T°,

which 1s approximately 2430 hours. Knowing the period of the phase
disposition of the spacecraft 1s very ilmportant for the elementary
operatlon, since the number of steps in the scale of controls and
the tlme value of the step must be related to the perlod of phase
positions of objects belonging to the same 3tep. The accuracy of
the solution determining the proximity of the resulting solution
to the absolute or conditlonal minimum is defined as the value of
the step and the number of points in the scale of controls.

Owing to the complexity of the problem, any general conclu-
slons and recommendations can hardly be arrived at. Therefore we
must speak only of certain partial conclusions, namely that the
optimal route, if there 1is no time limit, lies 1n the
plane of the 1nitial orbit of the spacecraft and provides for the
absolute minimum of the overall characteristic velocity. When the
time is unlimited, the minimum characteristic velocity does
not depend on the inltial phase locations of the space objects.

A rigorous minimum of the characteristic velocity for an assigned
time can be obtained by a numerical method by setting up a system
of condltional optimal transfers at each stage, with the holding
tlime calculated from the assigned time of fly-by past n satellltes,
with reference to preceding transfers and the necessary time re-
gserve for the future.

5.3. Control Systems of Spacecraft

- The first and one of the main stages in the operation of the
control system of space complexes 18 the insertion of the spacecraflt
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into orbit or a flight trajectory. Thls stage does not differ
fundamentally from the insertion of a balllstic missile into its
trajectory. The insertion point of the satellite, as a rule,
coincides with the orbit's perigee. Obtalning a velocity of given
magnitude Vkand a direction perpendicular to the focal radius-

vector of the insertion point (i.e., the apsildal line of the orbit
being formed) 1s a necessary conditlon for this. The position of
the orbital plane is determined by the vector product of the velo- (294

city Vk and the radius-vector ?k. The error in the launch angle

6 (the angle between the velocity vector Vk and the local horizon)

leads to the veloclty vector at point K of the orbltal lnsertion

being not perpendicular to the line of apsides, the orbital perigee
being displaced, and 1f the modulus of the veloclty Vk 1s equal

to the assigned value, the eccentricity e changes.

Thus, if the coordinates of the positlon point s ¢k’ and Ak

(¢ and A are the geographlc latitude and longltude, respectively),
and the direction of the velocecity vector in the plane of the local
horizon is specified by the angle ék between 1ts projection onto

this plane and the local merldlan, then the Keplerlan elements will
be functions of the initial conditions of the orbital motion. By
differentiating them, let us determine the errors 1n the orbital
parameters as functions of the insertion errors. According to 1347,
we will write these varlations as

r v }
Ba_ a7 Ay ¥k

a g VH_

r %
be = A, ’iﬁf + A'V—VE'-
® * L (5.18)
o = A:b:p“ + A:blpu 4 ﬁVl{;
8i = AT bpx + A s
The expression for 3e does not contain the

term %%géem since the eccentrilcity, to the first approxi-

mation, does not depend on the angle ek. In contrast, the term 5vk

does appear in the expression for éw, since in the differentiation
the relatlon w=u -~ ¢ was used.

The coefficients of equations (5.18) are as follows:
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By knowing them, we can estimate the extent of the effect that
the 1nsertion errors have on errors of the orbital parameters
(Fig. 5.21).
A

1

@ 20 40 60 30 Gy smad
b) ¥

Fig. 5.21. Plots of the coefficients of errors in th
insertion of AES or a spacecraft as functions of the ¢

parameters ¢k(a),¢'k(b), and Vk = Vk/v g the ratio of
b Ly &~ — c
vae velocity Vi Yo the local cirecular orbital velocity (c)
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Fig. 5.21, Plots of the coeffliclents of errors in the
insertion of AES or a spacecraft as functions of the

parameters ¢k(a), ¢k(b), and V. = Vk/vci -- the ratio of

the velocity V, to the local circular orbital veloeity (c)

/Tontinued/

KEY: 1 -- Degrees

Navigation and control in the insertion of a satelllite into
an orbit are executed on the command principle (Fig. 5.22) using
the same method and facilities as for the powered phase of ballls-
tic missile motion. A difference here 1s that as a rule the sat-
ellite has a terminal acceleration stage during which the englnes ZEQQ
of the last stage operate and the exact value of the directlon of
the velocity required for orbital motion is set.

Since in the initial stage of motion interferences associated
with the effect of the earth hamper the use of the tracking radar,
missile ccoordinates can be determined onboard using lnertial
sensors and then either transmitted to a ground command complex,
or directly fed into the onboard computer of the control system.
In this case the tracking radar is replaced with a telemetric
data recelver.

Fig. 5.22. Block diagram of
the command control system of
AES in its powered phase:

-~ Doppler transmitter
-- Doppler receivers
-- Tracking radar
Computer of ground com-
mand complex
-~ Memory
-- Transmitting radilo set
-- AES with onboard control
system

GO Ewoe B
]
1

Errors in. satellite insertion into orbilt can be corrected later
on by using navigation and control systems. For flights to other
planets, the correction as a rule 1s reallzed by subdividing the
entire trajectory into three characteristic phases: within the
sphere of earth influence, within the sphere_of planet 1nfluence,
and the intermediate phase. As shown in /90/, a characteristic
feature is the fact that in the sphere of earth influence and 1in
the intermediate trajectory phase there are points such that cor-
recting lmpulses must be applied near them for multiple optimal
correction. Moreover, the application of impulses preclsely at
these points 1s difficult for single-actlon correction.
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Since the aim of correction is to eliminate random perturba- /297
tions of motion, statlstical criterila (cf Chapter Six, Section
6.1) can be advantageous criteria of the effectlveness of this
process. Accordingly, 1t 1s of interest to lnvestigate the problem
/B4/ in which the correction times and the correcting impulse are
found from the results of measuring the parameters of actual mo-
tlon. The correction strategy is set up here in accordance with
the maximlzation of the probabllity of the correcting parameters
lying within the assigned region, with constraint on the fuel con-
sumed,

In addition to the trajectory correction, navigation and
control systems must provide for landing and maneuvering of the
spacecraft, l.e., varliation in its orbital parameters.

Both command, as well as autonomous navigation systems or
thelr various combinations can be used in an orbital flight. The
predominant use thus far of command navigation systems in space-
craft ls attributed to the greater accuracy (under otherwise equal
conditions) of ground instrumentation facilitles, and also due to
the l1nadequate advancement of onboard instrumentation and computb-
Ing facilities. When these systems undergo relative evaluation

104/ (Fig. 5.23), the maln advantages which the autonomous navi-
gation system of spacecraft possesses must be borne 1n mind: the
peossibllity of performing naviligation tasks at any time, regardless
of the relative position of the craft and the ground command-
instrumentation complex, the absence of any radiation inte outer
space, high anti-jamming capability (which American military
speclalists value highly), and the 1ndependence of the errors in
the determination of the actual trajectory, of the distance between
the craft and the earth (which 1s important in long-range space
flights).

With the autonomous navigation of a spacecraft, considerably
more methods of data acqulsition can be used and in the command
navigatlon approach 11197. This means that measurement of a
large number of different quantities containing informatlon about
the trajectory of motlion and with the ald of a large number of
varied technical devices is possible {Table 5.3 527).

The radlo method of data acquisition, being one of the prin-
cipal approaches 1n command navigation, can be successfully used
also in autonomous systems.

The most common verslon of an onboard radio-data acquisition
device -- the radlo altimeter -- measures the distance R to the
earth, the angle 0 characterizing the direction toward it with
respect to any fixed axis, and their derivatives. 1In determining
the distance between moving objects, the quantitles AR and AR can
alsc be measured.
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TABIE 5.3 /298

Methed of Measured guantity
measurement R R P AR | ak 8 i
Radio + | + + |+ |+ +
Optical + 1+ + |+ + 1+
Inertial + +
Magnetic +
Acoustic + + +
Radiation + +
8%
2 ' Fig. 5.23. Varlation of the errors in auto-
nomous 1 and command 2 control systems of AES
N KEY: A -- Years
I \
>\ \
h’-—-—; A
0 W0 1955 19707vdu
& Ar xm
10{35-70°
A Fig. 5.24. Change of the angular size of the
LUl pyawers o prares earth's disk (a) and errors in range determi-
‘ \%><f nation Qﬁrg as functions of the relative dis-
aa w6 : tance (r/R). When R = 6400 km, the error. in
qoor28 \\\\q measurement of the angular value < 10-4

w1 08 /R

The optlical method can be employed in several versions. One /299
of them, traditional generally in navigation and introduced into
modern space navigation, 1s measurement with the aid of a sextant
of the angular distance between stellar reference points, in parti-
cular, a star and a planet (earth and moon). The requlsite number
of these measurements (the minimum number is six angles between the
planet and different stars), fixated in time, specifies the orbit.
By measuring the angular slze of a celestial body with known linear
dimension (for example, the diameter of disk of a planet or the
known distance between reference points on its surface), one can
find the dlstance to it.

The possible error 1n this quantity, if the telescoplc mea-
surﬁments of the angles are made with an error not exceeding
10=% /TI87 is shown in Figure 5.2.4.
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The use of measurements of the angle between bearings to the
navigation star and the 1imb of the earth's disk, in flights 1nto
near-earth space, is complicated by the fact that the optleal
horizon of the earth 1s blurred owlng to atmospheric effects, its
altitude 1s unstable and, in general, is known wlth large errors.
Therefore before requlsite statistilcal data on 1ts altitude and
spectral characteristics have been accumulated, 1t i=s best to
employ different comblnatlon methods, for example, measurement of
the angle between the bearing to the star and the earth vertically
with the addition of measurements of the altitude above the earth's
surface (cf, for example, /927).

The theoretical poasibility of determining trajectory para-
meters by using different sets of measurements (the so-called
observabllity problem) is extremely important in the problem of
navigation generally, and -- in particular -- 1n autonomous naviga-
tion. Thus, a problem has been posed in work /J7/, where in partl-
cular it 1s shown that when derivatives of certain functions (not
the functions themselves) are measured, observability defects can
only become greater.

Performing measurements in the optical range is also possible
using laser devices, capable of measuring all quantities indlcated
in Table 5.3. Here also can be included the method of constructing
a vertical in the infrared range (IR vertilcal).

The inertial data acquisition equipment 1s at  present, /300
one must admit, the most widespread. By integrating acceleration
measured with accelerometers in the directlon of kmown axes, at any
time one can calculate all six quantities (coordinates and velo-
clity components) required to describe a trajectory. Since an acce-
lerometer responds only to the actlion of nonconservative forces,
to determine the orblt in "free' ballistic flight known equatilons
of motion must be 1ntegrated, by solving the Cauchy's problem for
initizal conditicons corresponding to the beginning of the ballistic
phase, 1.e., the instant of cuteff of the spacecralt englnes.

In spite of the high accuracy of measurlng accelerations with
onboard accelerometers, thils method has some drawbacks, for the
directions of the axes along which the accelerometers are erected
and fixated using gyroscopes contaln errors that increase in time
and are perlodically varilable (Schuler fluctuations). They are
corrected wlth telescopes si%hting directions to known stars.
Other methods of "correcting data acquired from ilnertial sensors
are also possible.

Most promising from the standpoint of accuracy and reliabililty
are integrated autonomous navigatilon systems acquiring data from
several different sensors and using 1t with appropriate statistical
weights, or combinatlon systems functioning on some trajectory
phases in the command, and on others -- in the autonomous mode. In
all versions of autonomous and combination systems, the second
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fundamentally lmportant onbeoard assemblage, in addition to the data
acquisition equipment, 1s the onboard computer that serves to pro-
cess measurements and determine the motlon control law.

The three last methods of data acquisitlon shown 1n Table 5.3
are completely undeveloped in space navigation and their effective-
ness of use 1s thus far unclear.

Iet us conslder control systems of several manned and unmanned
spacecraft. The Soviet spacecraft Vostok, Voskhod, and Soyuz, and
the American craft Mercury and Geminl are manned flight c¢craft for
earth flights. They are intended to perform scientific and tech-
nical research and also to develop certain systems for future 3pace-
craft,

The rendezvous  and docking of the Soyuz 4 and Soyuz 5 Spacecraft
represent the development of a technology of assembling large orbi-
tal statlons in space. Experimental studies conducted with the
participation of astronauts in the Soviet Unilon during the flights
of the Vostok and Soyuz spacecraft, and in the United States durlng /301
flights of the Mercury and Gemini spacecraft demonstrated the
fundamental possibility of the partilcipation of astronauts in
navigating and controlling spacecraft, which can increase the reli-
ablility of the systems. Still, the problem of constructing a
ratlonal system with human participation has thus far not been
completely resolved.

A fundamental task of navigation and control systems in Space-
craft designed for encounter with maneuvering and unmaneuvering
AES consists in their approach by a specified, quite close distance.
Here not only the position vectors, but also the velocity vectors
of the spacecralft and the AES, which will subsequently be referred
to as the target for sake of convenlence, must be matched 1n a
specific way. For example, in the building of spacecraft in orbit,
fueling them, replacing crew equipment, and so on, a control craft
must not only approach by a close distance, but also executes
soft contact with the AES, by reducing its relative veloclty nearly
to zero.

The nature of the task which a maneuvering spacecraft must
perform is dictated by the relative veloecity with which 1t enters
the neighborhood of the target, and by the actual extent of this
neighborhood.

In all these versions of encounter can be executed by the
successive appllication at different instants of a number of small,
modulus-decreasing thrust impulses /18, 437. The realization of
thls process will be divided into three stages.

During the first stage the craft executes an approxlimate
maneuver., It is launched and accelerated to a falrly high velocity
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ensuring flight along a ballistic trajectory which passes in direct
proximity to the target. The craft and target velocities are dif- /302
ferent.

The second method consists in performing a number of maneuvers
imparting to the orbital craft the velocity close to the target
velocity (or to an assigned velocity). These two stages, combined
in the common name of "approach"™ or "long-range guidance™, can be
recommended wilthout using equipment reportling on the relative
motlon of the guided craft,

A third stage -- docking -- consists in performing correction
and the terminal maneuver affording mating or the condition for
performing any other specified tasks.

Thls requires exact Information on relative motion, which can
be acqulred only by means of onboard sensors.

The vector AT of the missmatch of the actual and the requlred
overall veloclties can be used as the controlling parameter in all
stages. 1In the docking of the Kosmos 186 and Kosmos 188 craft and
the Soyuz 4 and Soyuz 5, the first two approach stages were imple-
mented by selecting the launch time of Kosmos 188 and Soyuz 5,
following guldance using terminal inertial correctlon and trajec-
tory correction.

The parameters of the orbits of the Kosmos 186 before docking
and of the Kosmos 188 after insertion are as follows:

Type of Perigee Apogee |[Period Inel. of
AES altitudefaltitude,of revy. y |orbital
Hypy km |Hg, km [T, min dlane,i,deg
Kosmos-186 180 260 88,64 51,68
Kosmos—-188 200 276 88,97 51,68

The relatlve distance between them at the inatant of Kosmos
188 insertion was 24 km, and the relative velocity was 25 m/sec.

In the third stage, beginning approximately at several tens
of kilometers, automatic radio search by the active craft
(Kosmos 186 and Soyuz 4) of the passive craft was carried out.

To do thls, 1n addition to the mandatory systems of orilenta- /303
tion, stabllization, and gas-dynamic control (the engine installa-
tion for correction and approach, and the vernier engine for orien-
tatlon and docking), the active craft is equipped with a homing
radio system acqulring data on the relative distance and its deri-
vatives, on the angle between the slghting line and the structural
axes of the satellite, and its veloclty.
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Since the search antennas are located at the opposite end of
the actlve satellite, detectlon can be executed for any mutual
position of the two spacecraft. When there 18 an unfaveorable rela-
tive position, the active satellite turns around, orlents ltself
as required, and executes firm radio lock-on- Guldance 1n this
mode consists of varying the relative velocity according to_a
special law with unchanged direction of the sighting line /I00/.

Up to the distance when the approach termlnates and the dock-
ing stage begins, the craft 1s controlled with a correcting englne
installation, and then with verniler engines providing a relative
veloclty of 0.1-0.5 m/sec at the end of the docking stage.

Tn contrast to the automatic docking of the Kosmos spacecraft,
guidance and control of the Soyuz craft was executed in the last
stage manually from a distance of 100 m.

The bloek dlagram of the possible approach control systems of
the spacecraft and a block diagram for manual control of the Gemini
craft are shown in Figs. 5.25 and 5.26, respectively.

The sequence of maneuvers performed by Geminl VI in approaching
a space target, a previously launched Gemlni VI craft, 1s shown 1n
Flg. 5.27. _These mgneuvers are characterilzed by data llsting in
Table 5.4 /137, 151/.

Moving on to an examination of the control systems of space-
craft intended for long-range space flights {to the moon and the
planets of the solar system), we note that in addition to the
ordinary requirements, they must have a long serles of features
associated with ensuring safety, life support, and efflclency of {30&
astronauts Spending long periods of time in the space flights.
Characteristics of the control system of a shift of thils kind are
mainly dictated by the following:

1. Large energy outlays required for loné-range space fllghts,.
This requires multistage engine installations” and the selectlon of
economical trajectories along which flight can take an extremely

long period of time. These trajectories can also be compllecated in

form with varlous supplementary phases, for example, with 1nltial
insertion into earth orbit of the AES and subsequent additional /305
acceleration to attain the required velocilty.

2, The nature of the flight trajectory. Its longest individual
phases are (in the first, Keplerian approximation) seg-
ments of hyperbolas or ellipses with eccentricity close to unity.
They are extremely sensitive to motlon errors, which inecrease for
motion through the attractive fileld of any gravitaticnal bedy, (for
example, in flying past the moon). This fact imposes high require-
ments on the accuracy of the navigation systemlO,
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Fig.5.25. Block diagram of the automatlc approach con-
trol system of spacecraft:
~-- @Guidance parameters
-- Target ephemerides
-- Target data
-- Commands for engine firing
Commands for engline cutoff
-- Commands for the angular velocity of the spacecraft
-- Angular veloclty of spacecraft
-- Data on the relative position of the spacecraft
-- Target
ITI -- Ground tracking station
III -- Computer of targeit ephemerides
IV -- Prelaunch computer
V -- Bensitive elements of inertial system
VI -- Calculatilon of positlon and veloclty
VII -- Calculatlion of ballistic trajectory phase
VIITI -- Calculation of engine firing instant
I¥ -- Calculation of engine cutoff 1lnstant

O~ OV o
I
)

¥ -= Calculation of control command
¥XI -- Cessatlion of flnal correction
XII -- BRelative position 1lnstrumentation elements

XIII -- Autopilot

XIV -- Dynamics of spacecraft
XV -- Communleatlions equation
KEY: A -- L., V /T = target/

B -- Vreq /Treq = required/
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Fig. 5.26. Functional diagram of the control system of
the Geminl spacecraft

1 -- Ground command navligation radio complex

2 -- Ground navigatlon system

3 -- Autopilot

4 -- Engine drive

5 == Telemetry sensor

6 -- Indicator

7 -- Digltal command-computer complex

8 -- Inertial data (instrumentation) block

Q9 -- Radar

10 -- Synchronlizatlon system

11 -- Onboard digital computer (ODC)
12 -- IR /infrared/ horizon sensors

13 -- Computer of control system
14 -- Maneuvering control englnes
15 -- Orientation control engines

16 -- Retro-engilnes

17 -- Spacecraft positlon indicator
18 -- Velocity change indicator

19 -- ODC control panel

20 -- Indicator of relatlve range and velocity
21 -- Indicator of fuel level

22 -- Manual control of spacecraft

23 -- Transceiver

24 -~ Pulsed light beacon
25 == Docking 1light beacon
26 -- Command instrument
KEY: A -- Orbital part of command system
B -~ Ground complex
C -- Onboard directlon indlcation panel
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Fig. 5.26. PFunctional dlagram of the control system of
the Geminl spacecraft ifontinueg7y

D -- Orlentatlon and maneuver engines

E -- System A

F -- System B

G -- Autonomous spacecraft systems

H -- Orientation englines for departure

I -- Orbital target (Agena D rocket)

3. A conslderable degrading of the accuracy of trajectory /306
determination using ground instrumentation facllities and an 1in-
crease 1ln the transit time of the slgnal at great distances of the
spacecraft of the earth. Therefore, 1in space complexes intended
for fllght to the moon and especlally to the planets, autonomous
navigation systems must be asslgned an even greater role,

Fig. 5.27. Scheme of maneuvers performed
by the spacecraft Geminl VI for encounter
wilth the target Gemini VII:
0 -- Launch of the Gemini VI
1-6 -- Maneuvers of the Gemini VI
(cf Table 5.4)
7 -- Approach of the craft toward 1ts
target at a distance of 24 km
8 -- Lai? spacecraflt maneuver (cf Table
5.
9 -- Approach with target up to 1 m
(group flight)
10 -- Fly-by of one crafft past another
(group flight)
11 -- Last stage of group flight

12 -- Separation of the two craft and the
transfer of the Gemini VI to another
orblt

KEY: A -- Dark slde of the earth

One of the complicated tasks performed by the Luna 6 space
statlon is the automatic executlon of a soft landing on a planet
that lacks an atmosphere. Its conplexity lles 1n the fact that
this kind of landlng can be executed only with retro-engines de-
creaslng the velocity nearly to zero. This necessitates an amount
of fuel egual almost to half the weight of the statlion up to the
beginning of deceleration. The flight trajectoryll of the Luna 9
station is shown in Fig. 5.28.

Selectlon of the optimal flight trajectory to the moon was
determined mainly by energy conslderations. From this viewpolnt,
the best trajectory is one with a flight time of 3-4 days, and in
its selection the visibility of the moon from certaln points of
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the Soviet Unilon durlng the deceleration of the
diately after touchdown was taken into account.
tions of photography and to provide the thermal

ing of the station was planned 1in the region of the morning

terminator
sunlit side).
and the launch date.

(2 line separating the dark side of the moon from the
A1l this determines the date of the leg to the moon
In selecting the control program, analysls
of several deceleratlon variants shows that from the standpoint

reliability vertical deceleratlon was optimum.

rocket and lmme-
For payload condi-
regime, the land-

TABIE 5.4
Pogsi- |Time of Maneuver | Impulse, | Purpose and Results of
tion |Executlon m/sec Maneuver
in
Fig,
5.27
1 In the first or- [+4.3 Achieving calculated apogee altl-
bit, at the peri- tude. The apogee altitude after
gee at T, + 1 hrs the maneuver is 276 km.
34 min, 3 sec
2 In the second or- [18.5 Increase 1n perigee altitude to
bit, at the apo- 224 ‘v in order to reduce the
gee at To + 2 hrs, angular approach veloclity
18 min
3 In the second or- H9.7 0.07° correction of orbital in-
bit in the common clination for coinclding of or-
orbital mode, at bital planes
T, + 2 hrs, b2 min,
T sec
4 In the second or- RO.24 +0.9 lan correction of orbital
bit, at the peri- |[(engine| altitude
gee, at T0 + 3 hrs,| opera-
3 min, 9 sec ting
4 period
0.01
sec)
5 In the third or- +12.9 Transfer to clrcular orbit.
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hit, at the apo-
gee, at TO + 3 hrs,

47 min, 37 sec

At a distance of 435.5 lkm, the

/307

radar of the CGeminl VI Jlocked onto

the target (Gemini VII), and at
a distance of 200 km the crew

of the ship first saw the sig-
nals of the pulsed beacon on the

target.



TABLE 5.4 /Continued/

Posi-| Time of Maneuver |Impulse, | Purpose and Results of

tion Executilon m/sec Maneuver

in

Fig.

5.27

6 In the fourth or-| +13.5 First maneuver 1n the terminal
blt, at TD + 5 approach phase., Relative dis-
hrs, 18 min, 39 tance 60 km.
secq

7 In the fourth or-| +12.9 Insertion of craft into orbit of
bit, at TO + 5 target. Relative dilstance at
hrs, 48 min, 40 end of maneuver 1ls 36 m.
sec

The system of stellar orlentation used in correctlon and de-
celeration operated with respect to reference celestial bodiles:
the sun, moon, and earth. The telescopes of the astrosensors were
positloned for precalculated instants of time. The final adjust-
ment of the system was executed during the flight based on measure- /308
ment data. In the correctlon, the 1nltial automatic orientation
toward the sun was carrled out 1in two modes: ccarse and precise.
After stabllization of one rocket axis toward the sun by turning
relative to it, the moon search was carrled out. During orilenta-
tion, the order of the operatlons was the same as for deceleration;
after the moon search, the system began the automatlc earth search.

8 w5

Flg. 5.28. Trajectory and flight stages of the Luna 9
Station

1l -- Launch

2 -- Powered phase
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Fig. 5.28. Trajectory and flight stages of the Iuna 9
Station Zﬁontinuegé

3 -- Holding orbit

4L -- Final acceleratlon and insertlon into trajectory of
flight to the moon

5, 6 -- Separation of lunar stage from last misslle stage,

activation of the time-programing device

7 -- Ground sesslons of trajectory measurements and reception
of telemetry data

8 -- Coarse and precise orientation

9 -- Trajectory correction and orientation toward the moon

10 -- Trajectory without correctlon

11 -- Trajectory after correction

12 -- Adjustment of onboard systems for deceleration

13 -- Rotation of station and trajectory measurements

14 -- Firing of retro-engines

15 -- Soft landing on the moon

Preliminary calculations showed that 1f 1n deceleration the
engine axis was orlented according to the calculated trajectory,
the lateral component of veloclty at the end of deceleration was
approximately proportlonal to the devlatlon of the actual polnt of
impact on the moon from the calculated point. Here a deviatlon of
100 km correspond to a lateral velocity about 410 m/sec and the re-
gquircments on the preclsion with which the post-correction trajec-
tory was known rose markedly. Therefore thé retro-engine, begiln-
ning at distance of 8285 km from the lunar center, was orlented
along the lunar vertical. After coverilng this dlstance, orlenta-
tion was executed by tracking of optical sensors only aimed at the
earth and the sun,.

An exact measurement of altltude was made wlth a radleo alti-
meter, and its antenna axls was oriented parallel to the axls of
the engine installation., The beginning of the deceleratlon cycle
was dictated by arriving at an altiltude 75 kim over the landing
point.

The launch of the gutomatlc space statilon Zond 5 flylng past
the moon also took place from an intermediate orblt. The minimum
distance to the surface cof the moon, 1950 km, was reached on
18 September 1968. During the flight terminating in the splash-
down in the Indian Ocean, two corrections were executed: the first
~- before the fly-by past the moon at a geocentric distance of
about 325,000 km, and the second -- after the fly-by, at a dis-
tance of about 1&3,000 lam. The fllght trajectory of the manned
Apollo spacecraft intended to transport astronauts to the moon,
land them on the surface; and then to roturn them to the earth,
includes two inftermediate orbits: one -- the booster orblt around
the earth, and the second -~ the holding orbit at the moon (Fig.

5.29 /159, 1797).
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The flight of the Apollo XV consisted of the following
msin stages.

1. Launeh of a Saturn V launch vehicle (T + 0).

5. cutoff of the first-stage engines (T + 159 sec) and sepa-
ration of the first stage. The maximum g-load at the 1nstant of
engine cutoff 1s 4.5 g. Firlng of the second-stage englnes.

3. Separation of the emergency rescue system (after insertion
into)the regime of the second-stage engines and rocket stakiliza-
tion).

L. cutoff of the second-stage engines and separation of the
second stage. Firing of the third-stage engines.

5. Insertion of the spacecraft and the third stage with par-
tially consumed fuel into a holding earth orbit with altlitude of
185 ¥m (T + 0.2 hour). Over all phases of powered flight, except
for the first, the astronauts can, in the event that the launch
vehicle navigation system malfunctlons, take command for themselves
by using the navigation system of the Apollo craft.

6. Revolution in an earth orbit (1-3 revolutions). Check-out
of equlpment and crew status.

7. Erection of the inertial data instrumentation block.
8. Navigation measurements.

g. Firing of the third-stage engine and flnal acceleration of
the spacecraft.

10. Insertion into a sustainer flight trajectory to the moon /311
(T + 2.8 hours). Separation of aerodynamic falrlngs of the adapter.
Orientation for motion in the sustalner trajectory and redocking
of modules.

11. Separation of the maln module (command and auxlliary bays)
pof the Apollo craft.

12. 180° turnof the main module.

13. Docking of the main module with its forward part (with a
hatch for crew exlt) onto the lunar module (T + 3.3 hours). During
this operation in the position of the last stage of the launch
vehicle with the 1lunar module is fixed by a stablllzation system,

14. Separation of the third stage of the launch vehicle
(T + 3.5 hours).

15. Correction of the trajectory with the sustalner englne.
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16, 17. Beginning and end of the twistlng of the spacecraft
at the speed of 2 rev/hr.

18. Beginning of transfer to the selenocentrie orbit
(T + 78.5 hours). When this maneuver is not performed (nonfiring
of the engine), on flying past the moon, the craft must again
return to the earth and land.

19. Passive flight 1n selenocentric orbit. Transfer of two
astronauts through hatch into lunar module.

Flnal check-out of lunar module. Input of requlred data from
main module system into the navigation system of the lunar module.

20. Separation of the lunar module from the main module and
orientation of the former (~ T + 100.25 hours), and firilng of the
landing-stage engine (104.5 hours).

21. Transfer of the lunar orbiter into an ellintical orbit
with altitude of apolune and perilune of 110 and 15 lan, respective-

1ly.

22. The malin module with a single astronaut in the selenocen-
tric orbit monltors the gulded motlon of the lunar module to the
moon by radar. Its trajectory is revised for an hour up to the
instant of arrival of the lunar module at the perilune. This is
carrled out by the ground instrumentation complex and by the astro-
nauts in the mailn module and the lunar module, using a sextant
and radar. If a decision to land the lunar module is not taken,
then the lunar module approaches the apolune with the main module,
into which the entire crew 1s again gathered after docking.

23. Deceleration of the lunar module at an altltude of about
15 lm from the lunar surface; the distance to the selected landing {312
reglon is about 300 km. The altitude after deceleration is 2.6 Im.

24. Landing on the lunar surface (~T + 104,5 hours). The
landing is executed by the astronauts using a manual control system,

25. Tlme spent by the astronauts on the moon (67 hours). The
exlt onto the moon's surface three times (total duration ~ 20 hoursy,
maklng trips on the moon traveler.

26. Firing of engilnes and launch from the lunar surface
(~T + 171.5 hours). The landing stage of the lunar module remalns
on the moon.

27. Motlen of the lunar module in a Hohmann ellipse to the

selenocentrilc holding orbit of the main module. Trajectory correc-
tion,

28. Transfer of the lunar module to a circular orbit.
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29, Encounter and docking of the malin module with the command

compartment {(~T + 173.5 hours). Transfer of two astronauts to
the main module and the removal of scientific material thereto.
When the lunar module 1s malfunctionling after 1its liftoff, all
approach maneuvers are performed by the maln module.

30. Separation ¢f lunar module (1t remalins in the seleno-
centric orblt; ~T + 177.3 hours). Equipment check-out. Orienta-
tion of the maln module for transfer to the trajectory of motion
to the earth.

31. Firing of the booster englne.

32. Transfer to a trajectory of motlon to the earth
(~T -+ 223.7 hours).

33. Separatlon of the auxliliary bay of the malin module.

34, Entry of the command module into the earth atmosphere.
Aerodynamic correction of the trajectory.

35. Jettisoning of the heat shield (at an altitude of about
15 kmg, and deployling of drogue and main parachutes (~T + 294.7
hours). .

36. Separation of parachutes and splashdown of command com-
partment with crew {(~T + 292.2 hours}.

The lunar module consists of two parts, whlch execute the
lunar landing in the docked mode, The landing stage remains on
the lunar surface, but the liftoff stage is launched and docks
wlth the command module in the selenocentrile holding orbit.

Flg. 5.30 /156/ gives the values of the required increments
of velocity V and fuel consumption Gfu required to reallze the

flight trajJectory of the Apollo craft.

The atmospheric re-entry is one of the most eruecial and
complex (in the sense of the accuracy requlred) flight stages.
The re-entry ftrajectory must be made within the limits of a very
narrow corridor %Fig. 5.31). If it 1s made higher, the craft can
ricochet from the upper atmospheric layers and move away from the
earth, but if 1t is made lower -- then the eraft experiences such

heating and g-loads which can lead to the death of the crew or the

/313

failure of the structure. Therefore the atmespherlc re-entry angle

veloeity of about 11.2 km/sec /155/. The calculated external
surface temperature of the heat shileld willl be 30400 C in this

required for a favorable land%z& must be (-6.4 + 19) at a flight
case, and about 500 C on the inner surface of the module walls,
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AVarmie A B &7 Flg. 5.30. Required increments

42 ) O] av 63 In veloclty AV and fuel con-
26—+ &3 6, 5% sumption Gp, 1n flight stages

1 H of the Saturn V launch vehicile
» —1) &5 and the Apollo spacecraft:

: I -- Insertion of last stage of
24 E; Jé launch vehicle with space-

3 M L craft Into intermediate
1Bt 27 geocentric orbit

2 ITI -- Transfer of craft to lunar
¥4 i 8 flight trajectory

i j III -- Transfer of craft to

g i 7 selenocentric orbit
2 A %éﬂ' 7 IV -- Landing of lunar mecdule

I fF ¥ F F I on the moon

V -- Launch of 1iftoff stage of
lunar module from the moon
VI -- Transfer of maln module of craft to earth's return trajectory
KEY: A -- AV, km/sec
B -- Gfu’ tons

c -- Gfu

There 1s also another scheme of atmospheric re-entry in which /314
the speed of the craft 1s reduced by means of re-entry with several
reflections (Fig. 5.31 b). 1In the atmospheric trajectory phase of
landing, the onboard navigation system of the Apollo craft must
provide, by means of bank control, a g-load not exceeding 10 g.

Flg. 5.31. Atmospherie re-entry trajectory of spacecraft:
a -- Re-entry without Ilmmersion:

1-1 -- Lower bound of acceptable trajectories
2«2 -~ Upper bound
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Flg. 5.31. Atmospheric re-entry frajectory of spacecraft:
Continued/

b -- Re-entry wlith lmmersion:

1 -- First immersion into the atmosphere at an altitude of
about 120 km

2 -~ Flight in the atmosphere

3 -- Departure from the atmosphere and ballistic flight

L -- Second immersion into the atmosphere

5 -- Landing polnt

KEY: A -- Atmosphere
B -- Earth

The navigation system of the Apollo spacecraft consists of
two independent systems: the navigation of the main craft module
for the sustailner trajectory and the navigation of the module in-
tended to land on the lunar surface. Inltially it was assumed
that navigation during the flight to the moon and back again would
be executed with an autonomous system, and the command system must
serve as back-up. Later, NASA decided to swltch thelir roles: the
main system would be the command, and the autonomous system would
be the back-up system /I51/.

Preliminary studies led to a ratlonal degree of automation.
Most of the operations in the complex control system are executed
both automatically, or manually. An exception is the dockilng,
which 1s performed by the crew 19@7, by controlling the lunar
module using two levers., One of them varies the longitudinal posl-
tion of the craft and operates in two modes: impulse and continuous. /315
The second controls the rotation of the craft around its longltu-
dinal axis, also providing for stopping of rotation at any ins-
tant of time /140/.

Fig. 5.32 a shows the block diagram of the navigatlon system
of the maln Apollo craft in the sustalner trajectory. Fig. 5.32 b,
¢ gives the block diagram /191/ of the processes of determining
the actual flight trajectory and the requisite correcting lmpulses.

Fig. 5.33 /T40/ presents the structural block diagram of the /316
integrated system of the lunar module. The use of given lnstrumen-
tation, controlled by earth commands, and the autonomous perfor-
mance of navigation problems are executed by the onboard computer.

Qrientation, stabilization, and all maneuvers in the trajec-
tory are executed by means of the forces and the moments developed
by liquid-fuel jet engines.

\
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Filg. 5.32. Block diagram of individual contrcl systems
of the Apollo spacecraft:

a -- Navigation layout of main Apollo craft:

l -- Optical sensors

2 -- Orientation devices

3 -- Veloclity correctlon

4 -- Accelerometers

5 -=- Crew

6 -- Trajectory determination

7 -- Determination of control law

8 -- Ground computer center

b ~- Block diagram of the determinatlion of the actual space-
craft trajectory:

1 -- Optical sensors

2 -- Calculation of trajectory (solving a bounded four-body
problem)

3 -- Conversion of coordlnates

¢ -- Block diagram of the determination of the correctlng im-
pulses:

1 -- Calculation of reference trajectory

2 .- Deviation prediction matrix

3 =-- Control matrlx

4 -- Calculation of actual trajectory

5 —- Error prediction matrix

KEY: A -- Kinematics

B -- Qbservatlional errors
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Flg. 5.32. Block diagram of 1ndlvlidual control systems
of the Apollo spacecraft Zfontinueg7-
~- Angles
-- Geometlry
-~ Position
-- Trajectory dynamlcs
-~ Conditions of inrertion
-~ Navigation system
-- Onboard computer
-- Results of measurements
Calculated veloclty coordlinates
-- Weighting matrix
-- To ground spacecraft control center
-- Predicted miss
-- Necessary velocity lncrement
-- Estimates
-- Estimate of statlstical errors
-- Predicted statistical errors

TONHOZENRUNHIT@EREOO
1
]

Fig. 5.33. Block diagram of the
control system of the lunar
module of the Apollo craft:

1l -- Ground facllitles
2 -- Onboard equlpment
3 -- Operator
4 -- Inertial platform
5 == Orientation control system
6 -- Craft dynamics
7 -- Engines
8 -- Onboard computer
9 -- Command decoder

10 -- Encoder

11 -- Display and control panel

12 -- Radio altimeter

13 -- Lateral veloclty meter

14 -- Telemetry system

15 -~ Encoder and transmitter

16 -- Telemetry data (trajectory parameters)

17 -- Data decoding and processing

5.4, Ground and Onboard Devices of Spacecraft

The selection of the makeup and characterlstlcs of ground and
onboard spacecraft facllities fundamentally affects the tasks that
the spacecralt must perform. Considering, however, the broad
makeup of the control equipment of the space complex {ground and
onboard radars, ground and cnboard digiltal compubers, gyroscoplc
Insfruments, radlo altimeters, radio and laser rangeflnders, and
so on), 1n this section the reader's attention will be directed
only to the basic equipment: radar (ground and onboard), gyroscoplc
“instruments, onboard computers, and optical sighting devices.
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Ground and onboard radar equipment of the control systems of /317

spacecraft

Ground equlpment for trajectory measurements of the spacecraft,

using a radar transponder, consilsts of the interrogation radar and
the reply signal receiver. The transponder onboard the spacecraft,
on being exclted by the ground radar signal, beams reply signals
coherent in frequency and phase with the adopted values. This
permlts isclating the Doppler frequency and measuring the range to
the space object with high precision.

The main elements of the radio beacon are a sensitive super-—
heterodyne receiver, a powerful transmitter for sending code pulse
reply signals, and a pulse decoder. The output pulse power of the
radlo beacon intended for operation at moderate distances from the
earth 1is about 1 kw at a mean power not exceeding 30 watts. Tele-
metry data can also be sent via a special channel uslng the same
beacon.

Use of a beacon with a continuously beamed signal permits
determining the range to satellltes in low orbits with high preci-
8lon, based on the Doppler frequency shift. These telemetry faci-
lities are used in systems whose characteristics depend heavilly on
the accuracy of orbital determination (for example, in space com-
municatlon systems).

The advantages of narrow-band systems wlth contlnuous signals
compared to pulse systems lie in the smaller output power of the
onboard transponder, and therefore, in 1ts lesser welght, and also
in the greater signal-noise ratio.

Flg. 5.34 shows the block diagram of a Doppler recelving set
that 1is capable of detecting, tracking, and recording trajectoriles
of both one AES, as well as several (when selectlve recelvers are
used) in different orbilts. The reference standard for all hetero-
dynes and reference frequency generators in the synthesizing unit
1s an ultrastable reference generator; Precise time signals are
used to synchronize this system and to correct for the slow drift
of the reference generator frequency.

It 1is also possible to track AES by the Doppler frequency
shift. In this case there 1s no need for g stable onboard radio
beacon, but the power of the ground transmitter located -- in
order to ensure the receptilon only of refleeted 8ignals -- at
some dlstance from the receiver must be very much larger. The use
of modern techniques of encoding the transmitted data and the re-

/319

dulrement of precise time synchronization make it necessary not only

to generate oscillatilons that are stable in frequency, but also to

precisely determine the .time and frequency. The latter is due, in

particular, to the necessity of providing high precision 1in tracking

thls space object for its navigation and control.
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Fig. 5.34.

Block dlagram

/318

r of ground Doppler statlons:
ﬂ.A ™ & -- For the determlnation
P %ﬁ%ﬁ%ﬁﬁggé%w— of AES trajectories:
LRI IECHSE (T C [ -
wﬁﬁwM@MWWWWWQ 1 Egiguency synthesizing
[ | 3 Iﬁwwaﬁﬁye 2 -- Reference generator
I Gl 3 -- Equipment correcting
donazpoionid £00i2 errors due to refraction
VTS 4
p Grprsil 5 | B mmeesama -- Memory
CAR 1 ﬁﬁa&my 5 -- Data monitoring and pro-
§ ) il cessing unit
a Conniditee 6 -- Precise time signal re-
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fepadorusecran OGRS celvers
aHmERRT b -- For determination of

long-range spacecraft
trajectories (a DSIF
Zﬁbep gpace instrumen-
tation facility/ unit):
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Angular data encoder
Parabolle antennsg
Tracklng anterma drive
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Data precessing unit
J K nevamanr- Duplexer
K QERmpanssl ey gom- KPU /spacecraft inter-
AL poaomy communication unit/
” b) -~ Tracklng receiver
-- Preclsion Doppler fre-
quency shift meter
10 -- Power amplifier
11 -- Freguency mcnltor
12 -- Transmitter
13 -- Range measurement subsystem
14 -- Telemetry receiver
15 -- Carrier frequency discriminator
16 -- Data recorder
17 ~- Command generator and encoder
18 -- Decoder
KEY: A -- Recelvers with phase synchronizatlon (adjustable or with

fixed adjustments)

Corrected Doppler frequency shift

Doppler receivers

Reference time signal

Integrator of visual readout; perforator; memory
Low power

Parabolic antenna

High power

From output of transmiltter excilter

To central computer
~- To printer
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Errors in time and frequency measurements are interdependent.
Error 1n the time determination, for example, of 10 msec, with an
orbltal veloclty of the object of 7.5 km/sec, leads to a 75 m error
in the positlon determination. Therefore stations at a long
distance from each other must be synchronized for a long time with
a preclsion of several microseconds ZEQ, 10&7.

Precise frequency reference standards are based on the use
of atomic resonance phenomena I1n vapor contalning atoms of cesium
or rubldium, or ammonium molecules. Reference standards uslng
rubldium and cesium can provide_ long-term frequency stabillty and
an accuracy of the order of 10-10, “Short-term stabllity can be
increased by more than one order of magnitude.

As an example of tracking stations used In command systems
and intended for navigation in deep space, we can conslder the DSIF
/Deep Space Instrumentation Facllity/ system /53/. It consists of
thrge tracking stations separated by longltude-intervals of about
120%~.

The statilons are mounted in mobile 1nstallations and can be
used for tracking, communicatlon, reception of telemetry data, and
the transmission of control commands soon after the launch of the
spacecraft intended tc study the moon or the planets.

A block dlagram of a DSIF system facility is shown in Flg. 5.34
b. Its makeup 1ncludes an automatlic angular tracking unift and a
26-m dlameter parabolic reflector. Tracking data, which consist of /320
two angular coordinates and the radlal veloclty, are fed into a com-
puter. The range measurement system 1s included 1n the auxiliary
facility equipment. From published data, thls system provlides an
accuracy for angles, range, and velocity of 0.01°9, 15 m, and
0.1 m/sec, respectively.

Another command-instrumentation complex of the Apollo system,
the MSFN Zﬁénned Space Flight Navigatiog?, consists of a coordinat-
ing-computer center and radar tracking stations located on the
earth, ships, and alrcraft. In the stage of the Apollo c¢raft
insertion inte eorbit wilth a launch vehicle, radar statlons located
along the track of the orbital insertlon were used. The coordina-
tion-computer center, CCC ZTﬂ?, 20;7, lncludes two control posts
equipped with several displays, television image systems, a
medical-blological monitoring post, a communicatlons center, and

a computer center equipped with four IBM-360 computers and three
UNIVAC-490 computers for preliminary real-time processing of data
coming from the tracking stations at a rate of 2400 bits/sec.

The MSFN system stations must track the Saturn V launch vehi-
cle and the spacecraft in its different flight stages and main-
taln communlcatlon with 1t, and retransmit the data to the CCC.
Characteristics of the malin antennas with which the ground and
ship stations are equipped are given in Table 5.5.
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TABLE 5.5

Kind of  [Reflecd Width |Gain fac{Transmit-

& dgaﬁe- of radie{ tor, |[ter power,
sretion te? m tion paty db km

' Tltern,deg

Ground 26 0,35 51 2x10
Stations w/
Cassegrailn 9 1 44 10
system ant.
Shipboard 3,7* — _ - -

* These antennas were 1nstalled in two of the filve ships
equlpped wilth radar.

Besldes the main antennas, the statlons also have auxiliary /321
antennas for primary capture of the spacecraft with a 1-m diameter
reflector and a 10°-wide radiation pattern; additionally, they
are equipped with uncoocled parametric amplifiers. The radar
operates on one of these following flve fixed frequencies:

2106.4 MHz -- for transmission to the maln module of Apollo
spacecraft;

2101.8 MHz -- for transmission to the lunar module of the
Apollo spacecraft;

2287.5 MHz -- for receliving from the main module;

2272.5 MHz -- for receiving from the auxiliary main module
transmitter; and .

2882.5 MHz -- for receiving from the lunar module.

Each ground station is equipped with two UNIVAC 1230 computers.
One of these 1s 1lntended for the preliminary processing of data
coming from the spacecraft. The second is intended for the process-
Ing, check-out, and storage commands before transmitting to the
craft,

Ocean-golng vessels intended for tracking the Apollo spacecraft
are equipped with UNIVAC-CP 642V computers and navigation systems
(inciuding, the ILoran C navigation system).

The use of alrcraft tracking stations intended for tracking
communications wlth the Apollc spacecraft when it 1s beyond the
visibility zone of ground and ship radar made 1t possible to avoid
bullding 20-30 additional ground stations /I47/. The aircraft
tracking antenna, 2.1 m in diameter and 320 kg in weight, housed
in the forward part of the fuselage, 1s intended to operate in the
centimeter (for communications with the spacecraft) and the meter

(for communications with ground statlons) ranges, It can rotate

by +80° with respect to azimuth and (-30°) to (+80°) as to the
angle of elevation.
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The system for communications with the Apollo craft must have
high carrying capacity, approximately 2400 bits/sec. The onboard
control systems of the Geminl and Apollo spacecraft include radar
approach stations.

The approach radar of the Gemini /I52, 155, 163/, in addition
to the lnertilal block and the computer, forms a system performing
the navigation rendezvous task. In addition, a command link for /322
motlion control of the spacecralft-target during docking with it
is formed with the onboard radar. An interferometer type radar
provldes information on the attitude of the target, relative range,
and 1ts derivative.

The radar set consists of a transmitter of interrogating pulses,
an antenna complex, and a reply pulse receiver. A transceiver
located on the target consists of an antenna complex, recelver, and
transponder. The radar gives information in diﬁital form to the
onboard computer at relative distances of from 460 km to 150 m,
and in the analog form to the relative range and velocity indica-
tor, which has a velocity scale with ranges (-30.5 to +152.5) m/sec
and (-1.5 to +1.5) m/sec, and a range scale with the range 0 - 92
km,

Main Characteristics of the Gemlnl Onboard Radar:

Mean radlation power 2w

Wavelength 30 - 32 cm

Maximum target lock-on range 460 km

Error of range measurement less than 1 percent
to a range of 400 m

Welght 20 kg

Volume occupled 0.05 m3

The equipment of the lunar module of the Apollo system in-
cludes two radars. One of them {built by Ryan) is designed
to provide for landing on the lunar surface. It determines the
relative fllght veloclty by measuring the Doppler frequency shift
in the continuous-wave mode; and the altitude by operating in the
radar altimeter mode. This radar 1s bullt with a four-beam antenna.
Three beams are used to measure veloclty, and the fourth --
to measure altlitude.

Data arriving from it are fed into the onboard computer; begin-
ning at an altitude of 12 km, 1t is additionally displayed on the
astronaut panel. The second radar, built by RCA, 1s an automatic
trackling radar. It provides for rendezvous in the lunar module
orbit with the main module and determines the range, angles, and
thelr derivatlves. Its Cassegrain type antenna has a 51-cm dia-
meter prime reflector and a 10.2 cm diameter secondary reflector.
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Characteristics of the Iunar Module Onboard Radar

Angles of wview
Power,
required design,
maximum, in w
radiated, 1In w
Signal/noise ratlo

in w

005 x 140°

110

145

0.3 - 0.5
10 db

Working range
for range
for relatlve velccity

25 m to 740 km
+1.5 km/sec

The maximum allowable errors in radar measurements are given
in Table 5.6 /TI47, 197, 203/. It can operate both by onboard com-
puter command in the automatic mode, as well as by agstronaut com-
mand. Depending on the working distance, it can functlon wilth or
without a transcelver., It can also operate by a radioc beacon in
landing on the lunar surface.

TABLE 5.6
MAXIMUM ALLOWABLE ERRORS IN MEASUREMENTS BY THE LUNAR MODULE
ONBEOCARD RADAR

Parameter Range of mea- |Absolute [Relative
measured surements error error
180 v — 9.3 kv 1,893 w i
Range
9.3 xa — 740 KM 23—1830 u 0,25%
180 v — 9,3 KM 1,B—93 M 17,
Radial
velocity 9,3 Ky — 740 KM 23— 1830 » 0.23°,
4%t @ range of 1
370 kn 2 ura
Angles At z range of s mrad
555 km
At a range of
Angular i =02 mrad/ -
€ 185 km | s/
; At a range of
veloecit +0.4 _
Y 740 km mrzgﬁ
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Ground and onboard optlcal devices of spacecraft control systems /324

The trackilng and determination of space object coordlnates 1s
possible also with optilcal devices. Optical radars using lasers
can provide a resolution of up to 1" and 20-30 m for angles
and range, respectively /59, 165/.

With optieal ranging, not only can the illuminating beam of a
ground pulse laser ampllfied by the onboard optlecal reflector be
used, but also the reflected sunlight on an onboard light source.

Precise optlcal tracking was accomplished with the American
Baker-Nunn cameras and precise time standards /I165/. Processing
of results obtained with these cameras made it possible to deter-
mine the posltion of an object in a trajectory with an accuracy of
one angular minute. Electro-optical systems with tracking teles-
copes and photographic cameras.provided for recording the position
of an object flxated 1n time with an accuracy up to fractions of
a millisecond /59/. Unfavorable meteorological conditions and
the optical visibility of the objects are factors limiting the use
of optlcal devices. :

Onboard optical facllities of the Apollo system are the sex-
tant and telescope. Both of these instruments are part of the
navigation system of the spacecraft. The main characteristics of
the sextant and telescope are given in Table 5.7.

The telescope 1s used for scannlng and searching the naviga-
tion reference polnt. The sextant i3 used fo measure its position,
Either instrument has eyepieces whilch permilt positioning the eye
at a distance up to 5 cm, i.e., to bring the observatlon Into the /325
space helmet. After the images of two reference points obtained
In the sextant have been brought into correspondence, the astronaut
~~ by pressing a button -- feeds into the onboard computer data on
the time of measurement and the angle between these reference points,
which 1s measured with an accuracy to 10". This error 1s equivalent
to an error in spacecraft position determination in the flight
trajectory between the earth and the moon equal to several kilome-
ters.

Performance of the navigatlon tasks of the Apollo craft pro-
vides for measuring angles between the bearings to the navigational
star and an object on the earth or moon, or else the angle between
the bearing to the navlgation star and the bearing to the earth or
lunar horilzon (Flg. 5.35).
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TABLE 5.7

Optical Angle of] Diameter] Error of
Power | field of entr. measure-
instruments of view,| aperture| ment (max),
deg mm angular,sec
Sextant 28 1.8 40 10
Telescope 1 60 5.1 30
. 1 7 Fig. 5.35. Measurement
of bearing to star wilth
a telescope mounted in
the lunar module:
a -=- Slghting grid
b -- First measurement
¢ -- Second measurement:
1 -- Beginnlng of ori-
b) entation angle

readlng

Spiral for reading
between star and
center of field of

view
3 -- Btar

4 - Auxiliary line

5 -- Field of view (55 - 609)

6 -- Orientation line

7T -- Orientation angle

8 -- Quantity proportional to the angular distance of the star from
the center of the field

Gyrostabllized platforms and gyro-sensors of spacecraflt control
systems

gyrostabillzed platforms are part of the autonomous naviga-
tilon system of spacecraft. The gyrostabilized platform of the
Gemini spacecraft consists of a four-ring gimbal suspension of the
platform with three two-degree-of-freedom fllocated gyroscopes
mounted on 1t, along with three single-~integrating accelerometers
placed along mutually orthogonal axes /152, 155, 163/. The roll
axis of the gyrostabilized platform coincides with e roll axis e
of the spacecraft, which permits data to be obtalned on the posi- /325
tion of the craft based on this axls immediately wlthout recalcula-
tion.
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Floated gyroscopes (FG) can operate both in the stabilization
mode, as well as in the mode of three-dimensional lntegratlion. The
frequency of the pulsed output of the accelerometers is proportional
to the lnerement of the orbital veloclty AV and has a discretiza-
tion of 0.03050 m/sec. The total weight of the ilnertial data block
(including the output signal conversion electronles, the malfunc-
tloning detection system, and the power block) 1s 54 kg, with the
floated gyroscope going 13.5 kg. The floated gyroscope can be
erected manually (which takes about 15 minutes) or automatically
(18 orbit) using an infrared horizon sensor with an accuracy up to
#5°.

The horizon sensor conslsts of an infrared device operatlng
in the wavelength range A = 15+1 microns and scanning with respect
to the azimuth. It 1s intended fto construct fhe local vertilcal 1n
the mode of automatic stabilization of the craft based on the piltch
and bank angles (with the inertial block turned off) and for auto-
matlic direction of the gyrostabllized platform 1n the stages of
encounter and docking. To increase reliability, two Independent
systems of sensors, which the astronauts switch on manually, are
installed on the craft.

The main characteristics of the infrared horlzon sensor are
as follows /169/:

working altltude S0 - 1700 km
angle of fleld view of the IR teles- o
cope 1
angle of fleld of view with respect
to the horilzon 160°
time of inltial horilizon lock-on 2 mln
time of second horlzon lock-on 30 sec
accuracy of constructing the vertical +0.1°
welght .5 kg

The gyrostabllized three-degree-of-freedom platform of the
Apollo craft includes three MUT-25 IRIG Integrating floated gyro-
scopes, three pulsed MUT-16PIPA integrating pendulum accelerometers,
and three differentlating accelerometers. Spherical floats and
magnetic suspenslons are used in the integrating gyroscopes. The
magnetlc suspension reduces the effect of perturbing moments and
precludes the harmful effect of impact and vibration.

The most essentlal parameters of the integrating gyroscopes
affectling the accuracy of spacecraft navigation are the gyroscope /327
_ drifts €g9 Independent of accelerations, the drifts EK -= Propor-

tional to acceleration along the lnput axls and caused by axilal
unbalancing, and the drif&;fs, which are a consequence of radial

unbalancing and are proportional to acceleratlon aloneg the axis
of inherent rotatlon.
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44 N & / / b -- With maximum flight tra-
a2 42 jectory devilations
’ . f Es /_/ KEY: A -- P /i = normal/
) a
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a) b)

Plg. 5.36 a 1757 shows the probability that the gyroscope
drift, not exceeding the values indicated in the graph, does not
affect successful gyroscope operation. Here 1t 1is assumed
that the gyroscope operates successfully if the errors it causes
lead to deviations 1n the position of the geocentric orbital peri-
gee < 3.6 km, an error in the altitude of the selenocentric orbit
<1.8 km, an error in the position of the plane of the seleno-
centric orbit < 0.059, and an error in the first correctlng lmpulse
<2.3 m/sec. Fig. 5.36 b shows the probability of the maximum
allowable trajectory deviations caused by these gyroscope drifts.
Deviations 10 times greater than the values shown above are taken
as maximum allowable values. For greater devlations the fllght
is unsafe. Thus, the accuracy characteristlcs of gyroscopes as
related to conditlons of the exact executlion of the flight program
must lie to the left of the curves shown in Fig. 5.36 a, and as /328
related to the conditlons of flight safety -- to the left of the
curves shown in Fig. 5.36 b.

At the launch the gyro-platform 1s erected wilth respect to
the azimuth using a gyro-compass; during the flight thls is done
with the sextant. To erect the inertial system, the telescope can
be placed in three specific positions. It is equipped wilth a
rotating sighting grid shown in Fig. 5.35 a. The reading s taken
with the aid of the radial orilentation line and spirals imaged on
1t. 1In the first measurement (c¢f Fig. 5.35 b), the astronaut
aligns the orientation line with the reference star, and 1n the
second measurement -- he aligns the spiral wilth the star. The
value of the angle after each measurement 1s fed into the onboard
computer.

These measurements must be performed with at least two
stars, and then the onboard computer determines the requisite orilen-
tatlon of the irertial system and erects it /I97, 203/. The equip-
ment of the spacecraft control system alsoc includes rate gyros
consisting of two blocks with three two-degree-of-freedom gyros-
copes in each /cf Chapter Three/.
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TABIE 5.8

MAIN CHARACTERISTICS OF SPACECRAFT ONBOARD COMPUTERS

. Gemini /163,{ Apollo
Characteristics 23 -
/163,190/ | /19,203/
Number of aigits in 39 16
memory cell
Duration of memory 11,7
cycle, in Usec
Memory capacity in
bits: permanent 117 Q00 36 864
operational 4096 2048
Total nr. of instructions | 44
45 140 23,4
One- Additlion I
oper- |Addition w/ None 35,1
ation |doubled accuraey
tige’ Multiplication 420 16,8
Divisicon 840
fsec
Multiplication
B35EfRL ontion w/ | 7.5
accuracy Micromodu- | Two parallel-
lar, semicon- action com-

Principle of design
execution

duector ele-
ments, and
ferrite cores

puters,
ferrite
coTes

Power required, w

100

Weight of computer
devices alone, kg

2.3

Volume occupled by
computer devices
alone, decimeterd

~ 78,3
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Onboard digital computers of spacecraft control systems

Onboard digital computers used to perform tasks of navigation
during flight are installed on the Geminl and Apollo spacecraft,
Onboard digital computers of these spacecraft are of the universal,
Sequentlal-action type, with fixed decimal point,.

The maln characteristlcs of the onboard digital computers are
shown in Table 5.83. Fig. 5.37 a shows the block diagram of an
onboard digital computer; Fig. 5.37 b shows 1ts connectlons with
ohboard systems /19, 203/.

Computation 1s controlled with the aid of pushbuttons of a
panel feeding data into the onboard computer and interrogating it.
When the computer performs operations on astronaut interrogation,
other operatlons are interrupted.

The informatlon arriving from accelerometers and range and
veloclty-measuring radars is fed directly into the onboard computer,
while data coming from the remaining information units (optical
radar, and the angular quantities picked off the inertial blocks
are fed via data-matching blocks (fiwblocks), which are analog-to-
digital converters.

Fig. 5.37. Layout of the Apol-/330
lo craft onboard computer and
lts connections with the con-
trol system:

a -- Block diagram

Control channel
————— Data transmission

channels

1l -- Instruction counter
2 -- Instruction address
) 3 -- Selector
a 4 -- Permanent memory
5 -- Operational memory
A it B 6 -- Memory
3 5 7 { == Buffer memory
I ST " 8 -- Instructions
e R 9 -~ Digits
i/ i 7 20 10 -- Arithmetic unit
L — ; R/ 1l -- Synchronizing circuit
k) il 12 «~- Sequencer generator
i 13 -- Qperational code
™ 7 14 -- Data address
7 —4—— ¢ b ~- Layout of connections of
ﬁ, g }4 onboard computer with
navigation and control
b) System:

A
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Filg. 5.37. Layout of the Apollo craft onboard computer
and 1ts connections with the control system /Continued/:
1l -- Onbeoard computer of the Apollo craft navigation system
-- Computer subsystem
-- Display and control panels
~- Display and slgnaling data
Astronaut instruction
-- Control signal for scanning telescope and sextant
-~ Operating mode 1ndicator
-- Telescope and sextant sighting angles
9 -- Optical subsystem
10 -- Spacecraft
11 -~ Telemetry data
12 -- Earth-onboard communications channel
13 -- Emergency slgnaling
14 -- Engine control
15 -- Craft control

COo—1 CWn =
t
'

16 -- Code of onboard-earth communications channel

17 -- Synchronlzation channel

18 -- Synchronizatlon signals of onboard-earth channel
19 -- Code of earth-onbeoard communications channel

20 -- Inertial subsystem
21 -- Switching of coperating mode

22 -- Emergency instructions

23 -- Signals of platform suspension drive
24 -- Synchronlzation signals

25 -- Gyrostabllizatlion instructions

26 -- Emergency condition signals

27 -- Operating mode indicator
28 -- Veloeclty change
29 -- Gyro-platform position

FOOTNOTES

1 The point of vernal equinox 1s the point on the celestial
sphere at which the sun 1s located on the day of vernal equinox.

2 /857 1s one of the main works on this subject.

3 The 1ifetime of an AES in orbit must be distingulshed from
its active lifetime, defined as the duration of the operation of
cnboard equlpment.

4 In this case we are not speaking of the stabilization of
AES relatlve to the mass center, but about the stabilization of
thelr position 1n orbit one with respect to the other.

The curves 1n Flg. 5.10 a require, generally speaking, correc-
tions that allow for the probability of malfunction of equipment
due to radiation exposure at altlitudes below 18,000 km.

285



> Inzhenernyy spravochnik po keosmicheskoy tekhnike {(Engineering
Hagdbook on Space Technology), edited by A. V. Sclodov, Voyenizdat,
1969.

6 Cf. footnote 5.

7 ¢f. footnote 5.

8 That is, the time by which firing of the engine of the maneu-
vering spacecraft 1s deliberately delayed in order to obtain bound-
ary conditions that are more favorable from the standpoint of the
trajectory being formed.

9 The posslbllity of using promising, but as yet not actually
used engines of the plasma, lonic, and other types is not discussed
here.

10 The first and fundamental investigatlon of flight trajecto-
ries to the moon was given in the work 1%17.

11 Desyat' let kosmichesklkh issledovaniy v SSSR (Ten Years of
Sggce Research in the USSR), Moscow, Nauka'  Publlshing House,
1967.
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CHAPTER SIX /311

GENERAL PRINCIPLES OF DESIGNING FLIGHT COMPLEXES AND
THEIR CONTROL SYSTEMS

Modern aircraft and missile complexes are complicated inter-
connected dynamic systems with regular and stochastic parameters.
Each of these complexes is intended to perform several wholly
specific operations. For example, aircraft attack complexes are
designed to strike ground targets; aircraft and missile defense
complexes are designed to intercept and attack air targets, and
so on.

The use of active defense facilities by an enemy markedly
affects the control systems of*flightcraft. The performance
of antiaircraft maneuvers by an enemy's airplanes requires either
an increase in the number of antiaircraft missiles launched, or
else allowance for the maneuver in the missile control law. When
radio countermeasure equipment is used on aircraft attacking
ground targets the AAD facilities (fighter-interceptors and anti-
aircraft missiles) must also be increased, or else control sys-
tems must be constructed on which Jamming does not have a marked
effect.

In performing operations of attack or defense, the tactics
of employing active countermeasures can be varied. The
use of different kinds of traps by the attacking side varies in
relation to the enemy's capabilities. Ifthe number of intercep-
tion facilities that an enemy has is large, the use of traps is
most expedient. As the number of interceptors is reduced, the /332
number of traps must be decreased. As we can see, this solution
varies during the conduct of a military operation, which com-
plicates the appraisal of the effectiveness of defense or at-
tack facilities.

Requirements of interrelatedness of group operations also
strongly affect control systems. For example, fighter-recon-
naissance craft transmit data on detected targets to attacking
alrplanes, which then strike these targets. Without mutual com-
munication and cooperation in the actions of the reconnaissance
airplanes and bombers, success in performance of a given opera-
tion is markedly reduced. When there is a breakthrough in a
front line, fighter-interceptors give cover to multimission
attack fighters, and when the actions of these groups of aircraft
are brought into accord, the success of the given operation be-
comes greater. Alrcraft control systems must be provided with
technical devices fac111tat1ng group actions. For example, inter-
aircraft navigation equipment, group displays, and so on. Actions
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of antiaircraft missiles and fighter-interceptors in AAD systems
executed in an agreed upon plan are vital. All this indicates
that in designing control systems, complicated dynamic models of
defense and attack must be used. These models permit not only
setting up effectiveness criteria in evaluating means of attack
or defense, but also designing control systems on a sound foun-
dation. Monetary outlays for manufacture and operation of com-
Plexes, and the costs of attack and defense facilities must
also be allowed for in models.

Modeling analeg or analog-digital computers become the
principal tool of the designer when operation models are used.
However, the need for a preliminary selection of the parameters
of a flightcraft or control system equipment requires simpli-
fied general designing methods. This chapter deals with general
methods of designing control systems based upon the use of effec-
tiveness and cost criteria. Additionally, methods of synthe-
sizing control systems by using mathematical modeling are dis-
cussed.

6.1 Effectiveness of Complexes /333

The effectiveness of complexes is evaluated by using effec=-
tiveness criteria, which in general form consist of a function or
a functional

E=£(X1,...,xn;yh---nyﬂ)v (6.1)

where x. are the controlling parameters, and
y; are external actions on the controling functions.

These criteria can be represented as deterministic or stoch-
astic functionals. The time to perform an operation, the amount
of fuel (energy) consumed, cost, and so on can be classified as
deterministic functionals. The following are used as stochastic
functionals: the probability of entering a zone (region) of
attack, the probability of performing an operation, the mathema-
tical expectation of damage inflicted on the enemy or prevented,
and so on.

The existence of several effectiveness criteria leads to the
probiem of selecting a generalized criterion E;[24]. The general-
ized criterion Ez 1s a function of the partial effectiveness cri-
teria

E =E(E,E,, ..., E,). (6.2)
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As we know [24], the generalized effectiveness criterion
Ez is expressed in terms of partial criteria by means of a finite

number of several elementary operations.

These elementary operations are as follows:
summation with weighting A5

Ea= E:&Ef; (6-3)
alternative transition
Ei=1, E,-,:az-:?:const;} (6.4)
Ei=0, E; <E,
negation
Ei=1-~E, (6.5)
expressing a target opposite to the given E;: /334
conjunction
Eo=E&Eip = [[Ey; (6.6)
disjunction
Ea=E,\fEi+1=1—n(l—Ef)’ (6.7)

i

expressing the satisfaction of all E. criteria, or at least one of
them, respectively. 1

The last three operations are used directly in calculating
the reliability of systems consisting of n elements, or their
different combinations and various standby methods. In the form
written here, these operations are applicable only for criteria
taking on the value of 0 or 1. When any criteria are used, they
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can be represented in a more general form, namely:

1 E=—Ez
E = minME;;
a i
E, =maxEdi; Mz=0 (6.8)
i

The summation operation with weights is written as follows

E, = [E@m)Am)dn. (6.9)

for continuous functions. The similarity of the operations of
the union of criteria with the operations of mathematical logic
¢can permit the construction of a final algorithm to obtain the
generalized c¢riterion.

One of the most important results obtained thus far is that
the generalized criterion Ej = F(El,...,En), that is continuous

in a bounded range of values of the variables E;», can with any

prespecified accuracy be represented as the result of a minimax
operation performed on some linear form of these variables [24].
In other words, for specified conditions for any €>0, we can find /335
a finite number of constants a; or Cl such that the inequality

ki k

n
F —min max( a'g,Ef+C‘k)<g'
1

2 1crcl, 1<hak,

i

(6.10)

is satisfied. However, even thls theorem does not indicate the
method of selecting coefficients appearing in expression (6.10).

In the general case, the synthesis of a system satisfying
several imposed criteria, of which one can be selected as the
effectiveness criteria, reduces to solving a problem in linear
or nonlinear programming (depending upon the nature of the sys-
tem), with allowance for the constraints dictated by the remain-
ing requirements. This formulation of the problem is adequate
for the synthesis of a system satisfying the generalized criterion
constructed by means of the above-indicated elementary operations.
Its solution is made difficult by the awkwardness of the prob-
lem and the mathematical complexity of attalning the absoclute
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extremum, especially when there are nonlinear constraints and
eriteria, and also when the controlling parameters are nonmono-
tonic and discrete. One very common practical procedure consists
of, if the synthesized system must satisfy two criteria: deter-
ministic and stochastic, ordinarily calculating &a system by
satisfying initially only the first criterion, and then testing
the value of the second, or correcting some parameters on the
condition that it has been satisfied. This method implicitly
assumes the smallness of the change in the deterministic,criterion
when the parameters are varied to satisfy the stochastic™ cri-
terion. The use in engineering practice of two stages of the
calculation -- optimization of the system based on the deter-
ministic, and then based on the statistical criterion -- is illus-
trated by the following example.

Let us assume that the capture complex representing a deter-
ministic system (stochastic external actions, all kinds of errors
and noise are absent), has been synthesized, on the condition that /336
the deterministic criterion admitting of only two outcomes (the
interception has taken place or the interception has not taken
place), and several constraints, for example, with respect to the
maximum cost, maximum power-to-weight ratio of the flight craft,
maximum interception time, and so on, have been satisfied.

Now suppose that this same complex operates in stochastically
varying external conditions and flight craft parameters; also
suppose that all the elements of the complex deviate randomly from
their nominal values. If the interception act is repeated several
times in this situation, then in some cases it will take place
{the earlier-adopted effectiveness criterion will be equal to
unity), while in others it will not (the criterion will be equal
to zero).

Assuming the massive use of this complex, in this situation
it is natural to assume that the stochastic effectiveness cri-
terion refers to the probability of the performance of the combat
mission whose solution is pgovided for by the synthesis based on
the deterministic criterion®., It is precisely this apprecach that
is taken in most practical cases: a functional expressing the
probability of the performance of a combat mission serves as the
stochastic effectiveness criterion of the complex E,, and its

numerical value for given values of the random functions serves
as the measure of effectiveness. Thus, we can write

E = \ PlXy, .o, Xp)dx, ... dx

fid)

X (6.11)

1€ign
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where p is the function of the probability density of the per-
formance of the combat mission by the complex, and
X is the range of the arguments x. (1<i<n).

The performance of a combat mission consists in the realiza-
tion of m successive stages, at each of which a particular task
is executed. Therefore

p(xt, ... Xa) = [[piisms (e, ... %), (6.12)
=1
where Dj,j_l(lijjm) are the functions of the densities of the /337

conditional probabilities that the specific tasks will be per-
formed at each stage.

Here it i1s indicated that each of the pj'j-l depends on the entire
set of n variables X, Actually, in each of these functions cer-
tain x; can be identically equal to zero. When their poor corre-

lation exists, which as a rule 1s almost always the case, the
range of X can be divided into a sum of nonoverlapping regions,
such that

xiEXi; ?.Xi:X (6-13)

with reference to the foregoing, expression (6.11) can be written
as

Ey= S 5 ee 5 Prlxy, «oon X)-Pon(Xg, oon, Xq). ..
£,EX, £y €Xy aEX,
«ee Poym—r (Xq, .. .,x,)dxldxz veo A== C
6.13a
=W1W25| - Wrﬂ,'m—-[, )
Wﬂ}—l= S j e \‘ pmw_l(x-hxz, e X)X
X €KXy X EX,y I;Exn
Xdx,dx,...dx,,
(6.14)

which are conditional probabilities of the realization by the
complex of successive stages in the performance of the combat
mission.
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Since these complexes are a totality of assemblies and
technical devices, the performance of a combat missicn by a
flight craft is possible only when they operate error-free,
which is characterized by operating reliability, that is, by
one of the properties of a technical device to perform the func-
tions assigned it.

Error-free operation is possible if the values of the equip-
ment parameters do not depart beyond certain set bounds. The
failure of a technical device is that a random event, as a rule 1s
subject to Poisson's distribution law.

Besides the probability of failure or the probability of
error-free operation (these two events constitute a complete
system of events), there are also other characteristics of reli-
ability. TFor example, the intensity of failures A(t) refers to
the ratio of the number of failed articles per unit time n(t) /338
to the mean number of properly operating articles N(t) in a given
time interval At, that is,

n(t) |
MO =g ar (6.15)

or any i-th system element for any statistical law of dis-
tribution of failures, the probability of error-free operation
P, is associated with the function Ai(t) by the function

|4
Pi=exp[—- Slf(f)df] (6.16)
Q

The general reliability of a system consisting of series- /339
or parallel-connected elements is determined, as already stated,
by the formulas of the superpositioning of criteria analogous to
the concepts of conjunction {(the system operates with the error-
free performance of all its elements) and disjunction (the system
operates with the error-free performance of even one element).
Table 6.1 gives the mean values of the rate of failures [68,
109, 117, 179] of equipment elements and the corrective coeffi-
cients of the Hughes Company that allow for equipment operating
conditions [87] (in laboratory conditions, on the ground, and on
aircraft and missiles in the air). The fallure rate is deter-
mined by the following function, with reference to the corrective
coefficients:

b= Kok, (6.17)
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where ?\i is the failure rate (neglecting the equipment opera-

ting features), and
ki is the Hughes Company corrective coefficient.

Fig. 6.1 presents the function of the failure rate of typi-
cal devices of electronic equipment consisting of 1,000 parts.
As we can see from this figure, replacement of electronic vacuum
devices with transistors Jled to an appreciable rise in the
operating economy of electronic equipment. Electronic equipment
has even higher reliability indicators after transistorized in-
struments are replaced with solid state devices.

The overall reliability of a system Psys increases with a

decrease in its complexity, in particular, in the number of its
parts included in a circuit N, and their reliability P:i.' In

Fig. 6.2a the operating reliability of an electronic system is
givenas a function of the number of series-connected parts and
their reliability. In the combined calculations of the graphs
it was assumed that all parts have the same operating reliability.

Fig. 6.1. Rate of failures of

A Tep ¥ G ] g  typical electronic devices con-
107 //ﬁhmwfimMMmr sisting of 1,000 parts
165 NIPORNELE | mo.ve% KEY: A == Ty, hrs
JJGMEHMH‘- B
10 = =3 10.5m B -- years
nt /L T' 1,59 C -- year
] H / Tpaxcucmapst. D D -- month
10?8 /*"'"" l I = 7ritcoy E —-- week
wiLL o 7wedesw E F -- time, years
o 2nexmpodangymsie rpudops Brewn T G -- microelectronic elements
RN H -- transistors
EE- - - I -- vacuum electronic
devices

An increase in the reliability of systems is attained by
providing standby status, that is, the parallel connection of
redundant elements and blocks (separate standby status) or of
entire systems (general standby status). The number of parallel-
connected redundant branches of the same types determines the
standby multiplicity k. The probability of error-free operation
in general standby status is found by the formula

~~
[ ]
.

[
e 4]
L -

P =1—(1—TI7 )a,

fm=d
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ECTIVE COEFFCIENTS 340
RATES OF FAILURES 7\i AND CORR

ks OF EQUIPMENT ELEMENTS

TABLE 6.1

Corrective cceffici-
1 . .
Name of element E SalT gl 0 alr
MY o gl 30
° 15888
. 1 | @
gl I | R R Y
< |SHEIS5E|m8[E®R
Capacltors: &= =
paper 0,01 0,92} 1,0 | 2,0 5,0
ceramic 0,10 {0,921 1,0 | 2,0 5,0
porcelain 0,00 0,92] 1,0 {20 3.0
tantalumn 0,60 | 0,85 | 1,0 | 4,0 25,0
foil 0,1010,8( 1,0 ] 4,0 25,0
variable 0,16 | 0,831 1,0 | 3,0 42,0
Diodes
general type 020109 | 1,0 | 1,3 2,6
TRanerg" 0,1510,95| 1,0 1,2 2,6
heavy-duty 0,20 | 0,80} 1,0 | 4,0 23,0
Transistors:
general type 0.50}10,90] 1,0 [ 2,5 8,5
switching 0,40 { 0,90 ] 1,0 | 2,5 8.5
Electrovacuum devices
regeiving-amplify- | (,5--] 0,81 | 1,0 [ 6,5 80,0
ing 3.0
oscillators 30,0 03&; 1.0 {2040/ 1000,0
0,63
Resistors:
ccmposition-carbon | g,g43t 0,921 1,0 | 2.0 5,0
film-carbon 0,03{0,92| 1,0 | 2,0 3,0
precision 0,125/ 0,92 | 1,0 | 2,0 5,0
potentiometric 0,10 0,85} 1.0} 4,0 25,0
Induection coils:
low-frequency 0.01 (0,82 1,0 | 6,0 70,0
high-frequency 0,01 | 0,82 1,0 | 6,0 7.0
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TABLE 6.1 RATES OF FAILURES )\i AND CORRECTIVE COEFFICIENTS /341
ki OF EQUIPMENT ELEMENTS

[Conelusion]

- Corrective coeffi-
IE clients, K,
| - Bl in air
Name of element "5 S E E g
— o O e |
=] Qo+
IS s BelLE &S
~ g =8 M= =3 B
Solcolay] g0
B O 0
Transiormers:
incandescent 0,2 |(0,82] 1,0 | 6.0 70,0
heavy-duty 0,2 (0,82] 1,0 ] 6,0 70.0
pulsed 01510821} 1,0 6,0 70,0
Microelectronic equip,
computers 0,06 10,9 | 1.0 25 B.5
regular 0,1 10,90 1,0 2,5 8,3
Safety fuses 0,5 10,83 1.0 | 3.0 42,0
Switches:
tumblers 0,05:0,8 | 1,0 | 3.0 42,0
pushbutton 0,06 | 0,83 ] 1,0 3.0 42,0
rotary 0,17 (0,83 | 1,0 | 3,0 42,0
Relays:
general type 0.2510.711 1,0 | 20, 1004, 0
miniaturized 0,2510,74 1,0 | 12,0 30,0
heavy-duty 0,30 | 0,73} 1.0 | 13,0 330,0
Outlet connections:
scldering 0,004/ 0,76 | 1,0 | 10,0 | 220,0
tw1s1;1ng 0,02 10,71 | 1,0 | 20,0 | 1000,0
welding 0,9 |0,65| 1,0 | 40,0 | 3300.0
Electromech. parts:
general type 0.5 1073 1.0 | 15,0 350.0
counters 1.4 10,71 { 1,0 | 20.0 | 1000,0
motors 1,251 0,73] 1,0 | 13,0 530,0
Mechanical- parts:
gyroscopes 10,0 1 0,76 | 1.0 | 10,0 220,0
selsyns 5,310,761 1,0 | 10,0 220,0
followup system motorsi 12,5 | 0,714 1.0 ¢ 20,0 | 1000,0
geared & other transm. 8,2~[0.76-- 1.0 110,0--1 220,0-
13,3 | 0,67 30 | 2800,0
10-pin plug comnec- | L2071 1,0 | 20,0 1000,0
tors l
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and for its separate standby status -- by the formula

Pl_n|_{=n[l__(l—P‘)h] (6-19)

Fig. 6.2 b [68] gives as an example the probability of /342
error-free operation as a function of the number N of elements
in a system, various standby methods and multiplicity k. As we
can see, as a system becomes more complex, separate standby pro-
vision becomes more rational.

A Feuer % A Fig. 6.2. Probability of error-
100 free operation of electronic

N systems as a function of the fol-
0 ;
NN
80 N

lowing:
00
5&)\ \\29
70

a -- Operating reliability of
parts when they are series-
connected (N is the number

1000 ) , of parts})
| LN 7 b -- Number of parts (N), and
00 995 950 945 98 1 10 160N standby methods (general or
Pt: a) Pe% b) separate) and multiplicity
axs 7 (k)
16000 ! ¢ -- Operating time of the space
12000 \ system and the type of
000 2\ ! standby:
8 1\2 NN 1 -- system with a single
w0 N DN operating channel and
) AT B other standby channels
20 50 100 200 500 1000 2000 5000 19800 ¥ 1dent.i0al to the op-
c) erating channel, which

must be connected man-
ually by the astronaut
after he has detected
a malfunctioning of
the first channel
2 -- system with two parallel-operating channels, in each of
which there is a control device for determining malfunctions
and subsequent switching off of the channel
3 -- system with three parallel-operating channels, in which two
control devices are continually selected for control of only
two channels
4 -- single-channel system, whose operating reliability is charac-
terized by one partial failure for a standard of 1,000 hours
(a reliability equivalent unit)
KEY: A -- P
sys

B == Pgep
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Fig. 6.2 (Cont.)

C -- P
gen
D -~ P .
equiv
E -- hours

The effect of the duration of system operation on operating Ziﬂi
reliability is illustrated in Fig. 6.2 ¢, where four space sys-
tems with different types of standby and operating reliability
are compared [196].

A comparison of the curves shows that as the flight becomes
longer (especially after 1,000 hours) the effectiveness of the
auxiliary channels for higher reliability diminishes markedly.

Here the concept of reliability equivalent Pequiv is applied to

systems with auxillary channels in order to compare with the
reliability equivalent a single-channel system with which it can
perform the assigned task for a given flight duration.

From Fig. 6.2 ¢ it is clear that a standby-operating system
provides greatest reliability for any flight duration if the
astronaut has enough time to discover a malfunction and to switch
off a channel.

Now returning to expressions (6.11) and (6.12) and assuming
that the reliability of a system participating in the realization
of the )-th stage of the performance of a combat mission, and the
probability of the realization of this stage with an error-free
system are statistically independent, we represent each pj/j—l

as the product of specifically this density of conditional pro-
bability by the probability density function of error-free opera-
tion of the system in this same stage rj(x1 xn). This

3eray
notation assumes the statistical independence of the Ty functions
at each stage and the dependence of each of them on the same set
of arguments as for pj/j-l' The latter does not lead to any Ire-
striction, for the set {xi} can always be expanded as needed given
the condition that certain Xy are identilcal to Zero

for certain functions p.,. and r..
3/3-1 j

Thus, we can write instead of (6.12)

P(Xj, . xn) = Hp_,-/;_i(x,, Cas xn}fj (_rl' . xn).
=1

(6.20)
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If 1t is assumed that no general provision is made in the control
system for duplication of systems carrying out individual stages

of the performance of a mission (the standby 1s exercised only Zﬁ&i
within limits of each of the system j(1< J<m)), instead of ex-
pressions (6.13 a) and (6.14), we get — —

1 (6.21)
Ea= ] WyiiP;, ’
Ji
where
Pj= j‘ j PPN 5' rj(xl,xz',__,xn)x
FEX, £i€X, xné‘tu
deldX2...dxn. (6.22)

For an assigned effectiveness Ea, the domain of integration
of (6.13) is a set of admissable values of the variables {xi}

which provide for the execution of the combat mission with as-
signed effectiveness. When applied to interception complexes,
this domain is called the interception region with probability

of performance of the combat mission not below the assigned level.
To each point in this region a specific value of the complex ef-
fectiveness E_ can be brought into correspondence.

A different meaning can be invested in the indicator of sys-
tem effectiveness E_» depending on the target mission it performs:

the probability of interception or, when applied to a group of
interception facilities, the probability of beating off an enemy
raid. TFor attack facilities this can be the probability of in-
flicting assigned damage in a bombing or missile attack against
ground targets, and so on.

Let us consider the method of determining the effectiveness
criterion Ea and its constituent elements, which are generally

identical for all complexes, with the example of the interception
of air targets.

When targets are intercepted, from expression (6.21) we get

m
Eg= [[WiiaPs =W, W . W ooWerr X
je=1

xpgu%ap%ompstr (6.23)
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where W is the probability of realizing long-range guidance
Y of the flight craft;
W is the probability of target interception by the on-
“3P poard equipment of the aircraft or missile;
W, is the probability that by homing the flight craft /345
OM onters the firing zone of cannon-gun armament (CGA) or
the missile launch zone;
W " is the probability of the target being struck by the
ST CGA or a missile;
P is the probability of the reliable operation of the
EY jnterceptor's long-range guidance system;
is the probability of the operating reliability of the
onbecard capture equipment;
Phom is the probability of the operating reliability of the
homing system; and
is the probability of the operating reliability of the
missile, fuse, or CGA installaticn.

cap

Pstr

If according to the mission conditions a more detailed analy-
sis of systems is required, these stages can be divided into smal-
ler ones. For example, processes of target detection, capture,
and tracking by ground radar can be singled out from the process
of flight craft guidance; when using a remote fuse, from Wstr we

can separate out W - the probability of the miss distance, i.e,

miss ~
the probability that the fuse will be activated at a distance
from the target not exceeding the maximum distance dictated by

the mean force of fragments.

The remaining cofactors of the formula written can be simi-
larly represented.

When considering flight craft of different types, individual
cofactors of this product can also be assumed equal to unity if
the corresponding stage in the execution of the target mission is
not realized in the given flight complex.

The probability of guidance Wgu is determined by the pro-

bability of the interceptor entering some acceptable region of

phase space assoclated with the target in which 1ts deftection, lock~

on, and tracking by the homing head or onboard radar are carried

out. This determination is valid regardless of whether we are
discussing a fighter airplane armed with cannon-gun armament (CGA),

a mother aircraft equipped with air-to-air missiles, or an anti-
aircraft guided missile. If homing is the last stage, the size

and shape of this region, as shown in Chapter Four depends on the

type and characteristics of the interceptor detection system,

target characteristics (its contrast with the background and /346

jamming used), and of the mutual position and relative motion of
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interceptor and target (cf. Fig. 4%.15). Thus, the probability

of interceptor guidance is the probability of its entering the
sector AOB and is determined by the accuracy of implementation

of the guidance law by the control system. In view of the com-
plexity of the guidance process, wgu,with the exception of sever-

al simplest cases, can be determined only by mathematical model-
ing with analeog or digital computers.

This modeling mathematically describes the motion of the
interceptor and the target, operation of the guidance and con-
trol system of the interceptor, and the operating conditions of
the onboard detection equipment.

If the overall guidance errors (the errors of entering the

sector AOB) are subject to the normal law of distribution, Wgu

can be found from the relationship

1 Te, s 2 g
“Vgu=?[¢(=,,v7gu)_(p(shvf ] (6.24)

where h U is the mathematical expectation of guidance error;

g
%y is the mean-square guidance error; and
L
¢

is the reduced Laplace funection (cf. [21] or [103]),
whose values are determined from tables.

The probability of capture wcap characterizes the random

event that the onboaprd homing equipment not only detects the
target, but alsc "locks" onto it, that is, maintains it within its
field of view. Usually this does not cccur at once after detec-

: £ 1 NP | nos .
tion, therefore the "lock-on rate” is Rcap < Rdet wcap depends

entirely on the external characteristics of the target and the
characteristics of the interceptor's onboard equipment; the lat-
ter, however, do not remain constant for different cases of re-
lative motion.

The probability of homing characterizes the incursion

W
hom

of the interceptor or the missile intc some zone also asso-
ciated with the target in which the use of the CGA or the acti-

vation of the missile's aerial-burst fuse becomes possible. Wpom

depends on the maneuverability of the target and the interceptor
or the missile, and also on the homing range: the same long-

/347

range guidance error of a more maneuverable interceptor is capable
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of being corrected in a shorter time, that is, for a shorter
initial separation from the target.

The probability of a strike Wetm is determined in different

ways, depending on whether the strike is made against a target
from CGA, missiles with proximity fuses, or missiles with aerial-
burst fuses [22].

For firing from CGA and for missiles with proximity fuses,
we introduce the concepts of the strike and vulnerability re-
gions.

Let us assume that the target is some region lying in the
plane perpendicular to the firing trajectory. This region is
replaced by some circle whose center coincides with the geometri-
cal center of the target, called the strike region. Let us fur-
ther assume that the target will be struck if one or several mis-
siles (fragments) enters the strike regilon.

The graph shown in Fig. 6.3 a [158] gives us some idea of
the number of incursions of burst shells ensuring the striking
of aircrafts of different types.

5 Fig. 6.3. Functions char-

72 o P actgrizing air target
28l O Jyp strikes: . )
il B D |Smoatn cnazss a) number of incursions of
ol Vi A=as Esmwmwhﬂ m shells required to hit
1 M=% 7y airplanes; 1 -- bomber
122\ e §j§_-, Jgg 2 weighing > 40 tons; 2 --
s \\ @{//}ff,¢m P 26 bomber weighing about
a}\\\\\_ 923 - 3 e 43 20 tons; 3 -- fighter
20 9f 4 60, ., ¢ 12J43n o S weighing > 2 tons; 4 --
Kanudp crapadod mm D) cS G Bec B-3 wac fighter weighing about
a) 8 tons
b) dependence of wstr on
the number of shells
fired
c) distance from epicenter of burst leading to an aircraft hit;
1 -~ light fighter weighing about 8 tons; 2 ~- fighter > 8
tons; 3 -- bomber > 40 tons
KEY: A -- Shell size, mm
B — W
str
€ == Pniss
D -- Air-to-air guided missiles
E -- Small-caliber antiaircraft artillery shells
F -- Antiaircraft guided missiles

-- Welght of explosive, kg



The vulnerability region refers to the planar regilon con- /348
sisting of the projections of all target elements having differ-
ent vulnerabilities ontc a plane perpendicular to the relative
shell flight velocity. This means that a target strike
begins for different numbers of shells entering each of these
elements.

Using the concept of the strike region, let us denote by
Py the probability of the target being struck by a single shell,

that is, the probability of the shell entering the strike zone.

Then the strike possibility wstr for n fired shells and the ab-

sence of the accummulation of damage 1is
W= 1—(1—p)™ {(6.25)

Fig. 6.3 b shows the dependence wstr on the number n and Pq-

If the target elements have different vulnerabilities Wy

(that is, a different number of shells putting the target ocut of
action by entering each element is needed), wstr is defined by
the formula

]

n
str E. or (6.26)

Aerial-burst fuses of shells use information from various
sensors (radars, Doppler units, infrared or optical coordinators,
and so on), with which the relative position of the shell and
the target is determined. 1In all cases the radiation patterns of
the sensors must be cocordinated with the scattering pattern of
the warhead fragments, whose statistical law is close to Poisson's
law [22]. Therefore the probability of even one fragment enter-
ing the i-th element of an aircraft is

Pri =1 — e*s;, (6.27)

where Si is the projection of the area of the i-th element onto

the plane perpendicular to the direction of the stream of frag-
ments,



N
k=—3_l_ (here N is the total number of fragments).

Assuming that all fragments have the same energy and are /349
distributed statistically independently in the scattering region,

we can calculate wstr by formula (6.26), using expression (6.27)
and multiplying the result by wstr'

>

The graphs in Fig. 6.3 c [158] show at which distances p

from the burst epicenter different air targets can be struck by
shells of different force.

Let us consider, finally, a number of numerical examples
illustrating the dependence of the effectiveness on the main
complex parameters. For greater clarity of the solution, several
simplifying assumptions were made in setting up the problem.
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Example 6.1. Deter-
mine the capture effec-
tiveness for an air tapr-

get flying at the altitude
H = 15 km and a velocity of M 2.5; for zero parallax, and with an
antiaircraft missile with a combined guidance system (command
guidance from the ground is executed over the initial flight

phase of the missile, followed by a conversion to homing). We
will assume that the information on the target and interceptor
positions arrives at the missile's command guidance system at the
rate 1= § seconds. The accuracy of determining the coordinates

of the target and the interceptor will be taken as 0op = 500 km.
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Let us represent by the graph shown in Fig. 6.4 a the law
of variation of the mean interceptor velocity Vav as a function

of the angle of inclination of the interception trajectory to
the earth's surface 6. In the same figure is shown the varia-
tion of the mean g-load Ny and the mean approach velocity of

interceptor and target Vap as a function of angle 6.

The capture range of the homing head Rcap = 30 km, and the

accuracy of the determination of the angular velocity of the /350
sighting line g.. = 0.1 deg/sec. In addition, we will assume
that the time donstant of the homing loop T = 0.1 and the

allowable miss value hmiSS =5 m,
Let us determlne the probability of long-range guidance,
taking as h -- the allowable missile miss for the capture range

of th§ homing head. Then by formula (6.24) we will get (Fig.
6.4 b):

Veu = (), (6.28)

where AN is the mean-square error of long-range guidance for r =

R .
cap

In determining gy we will assume that the missile generates

long-range guidance commands without any delay. Moreover, the
time the missile travels along the line to the lead point is
equal to the time the target flies from the instant of missile
launch to the point of impact. In this case the flight leg of
the missile to the target is

r2Q
Vap (6.29)

h=

where  is the angular velocity of the sighting line;

vav is the approach velocity; and

R is the range to target.

] The angular velocity of the sighting line can be represented
without difficulty in the form (Fig. 6.5)

0 o ~ArSit n— Vi sinp
r ) (6.30)
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The error of measurement of the angular velocity of the sight=
ing line will be

¥ in 74 ¥, os 1 — ¥ §sin p—pVcosp
30 = VA rgin 1 Mrr = . ¢6.31)

Then the mean-square deviation of the angular velocity will be
determined as

(cr%’,. sin2 7 4 uflVizncos? 1+
in

2

(6.32) /351

+ 2Ry [V, sinycosy, + cf, sin?u 4
in 1 T

+ cﬁVztcoﬁp + 2R'%‘“Vt §in 2 cos u),
Fig. 6.5. Relative posi-
tion of vectors in missile

homing

Hence it is clear that the mean-square error of the leg can be
written as

r

2 . o .
ay, == 'l/c sin? e V. cos?y + 2R, V. sin T cos no
" Vap Vign T VoSt + 2Ry B iy cos

-_—

+ Q%T sin2p 4 aﬁv;"; cos?u 4 2}?‘5_ Vi sinacos
Y (6.33)

Let us express the sighting error n and the angle determining the
attack rate is u by &, using the expression

V_.
Yo ot A0 cos
aoVin .o Ve 7
cotr= sin € ' 1 sin € .

(6.34)

The mean-square error in the determination of the velocities,
heading angles of the target and interceptor flight, and also their
interrelationship can be expressed by the following functions:
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(6.35)

Usually, the largest number of measurements of the parameters of
target and interceptor motion is "remembered" in guided systems

in order to reduce
maneuvering. Therefore,

two successive measurements.

the dynamic error associated with target

let us limit ourselves to the case when
the estimate of these quantities can be obtained on the basis of

Bearing this in mind and substitu-

ting expressions (6.34) and (6.35) in formula (6.33), we get

LFY

v -
ap

=V

x r V21 + a7 (1 — cos & sin §) — 4a ( cos § — sin §),

where a = V_/V., .
t 1n

(6.36)

Te calculate the capture probability by formula (6.28), we
must determine the allowable value of the milssile fly-by past
the target after the target has been captured by the homing head.
In this case we can use the well-known expression for the equi-
accelerated motion of a missile with mean g-load Ny

A=

Ry
2

(

14

ap

Y

(6.37)

In the derivaticn of formula (6.37) it was also assumed

that acceleration acts perpendicularly to the sighting line.

Us-

ing the above given data and the expressions (6.36) and (6.37),

W
gu

The corresponding construction is shown in Fig.

line.

(by formula (6.28)) was calculated as a function of angle 6.

5.4 b with a solid

On inspecting this figure, it is clear that for the inter-
ception scheme we have chosen the probability of guidance de-
¢reases as the line of interception approaches the launch point.
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The probability of capture in this scheme can be enhanced by
introducing an extrapolator serving to smooth over the measure-
ments. We will assume that in our case Wgu = 0.9,

To estimate the probability of guidance, let us use for-
mula (6.22), then we get

Wlorﬁ“&' (_..hn_:]_'._ss_) .
Vz_c"gniss (6.38)

where hmiss is the allowable missile miss affording a strike by

fhe warhead on the target; and
o is the mean-square value of the miss caused by blind-
miss 1ing of the homing head.

The quantity h depends on the characteristics of the

miss
warhead and determines the allowable missile fly-by past the
target for which a strike can be made on the target with given
probability.

The value of oy is calculated by the formula
miss

.

‘niss Yo (6.39)

where Rb . is the blinding range of the homing head; and

0, 1s the mean-square value of the determination of the
angular velocity by the radar homing head. In esti-
mational calculations, we can assume that

Ry =3TV. . - (6.40)

Substituting expression (6.%0) into formula (6.39), we get

ap =YV g,
mss rel

(6.41)
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For the parameters we have adopted, we get

ahr.".iiisg-o' 12.400-0,1 = 3,6 w

+

then, by formula (6.38) we obtain /353

i . .
"hom T 0.85

The maximum miss wvalue is

Ringr =3-3,6 45 =158 u.

From Fig. 6.3 it is clear that for this value hmaX = p --

the probability of a fighter strike, WSJEP = 1.0 will hold for the

weight of the warhead explosive Gexp = 50 kg. If we assume the

missile Gexp = to 60 kg, then W = 1.0 even more so. We will addi-
tionally assume that wcap = 0.95. Then to determine the effective-
ness of the combat use of the interception complex without allow-
ing for the operating reliability of the equipment, we get (cf.

formula (6.23))

E=W W W

2~ Ygu"cap hmwétr=0.9-0.95-0.&5.1.0=0.73.

Let us estimate the effectiveness of a given interception
complex with reference to the operating reliability of the equip-
ment. To do this, let us determine the overall failure rate of
the homing equipment and determine Phom by formula (6.16}.

We will arbitrarily assume that the homing equipment of the
hypothetical missile consists of several thousand parts connected
in series. The number and types of the parts are given in Table
6.2. Also in this table are the values of the corrective coeffi-
cients that allow for the operating conditions of the missile
homing equipment (from the data in Table 6.1).

In ground conditions the mean elapsed operating time to
failure 1is Tav = 1897.9 hours, but in flight conditions {(with
allowance for the corrective coefficients), Tav drops off to 11.98

hours, which permits a more exact prediction of the reliability of
the missile's onboard equipment.
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For the case we are examining, Atot = B3,468,32 1078 hr-l,

that is, Phom = 0.96. By a similar method we can determine the
operating reliability of the equipment of the ground guidance fa-
cilities Pgu’ the equipment providing for target lock-on Tcap’ and

the equipment of the radio fuse and the detonator mechanism Pstr'

We will assume that Pgu = 0.95, P cap = 0.98, and P str - 1.0,
and then by formula (6.23) we calculate the effectiveness of the
interception complex with reference to the operating reliability
of the equipment:

E a=0.9-0.95-0.85- 1,0-0,95-0,98-0,96-1,0=0,65,

that is, 11 percent lower than the value earlier obtained.

. In more complicated interception complexes, the amount of
equipment is considerably greater and the loss in the effective-
ness of the combat application due to the operating reliability
becomes even larger.

Let us evaluate the effect of several additional factors
serv1ng to lower the probability of the combat effectiveness of
the interception complex.

Example 6.2. Let us leave the conditions of the previous
example unchanged, assuming here that the enemy is using false
targets to lower the effectiveness of lock-on of the true target
by the homing head. With five false targets lying within the
field of view of the head, we have

!
Wcap .—5—0 95 =90,19.

Due to this, the overall effectiveness of the combat use of the
interception complex is considerably reduced and becomes equal to

E;=0,9-0, 19.0,85-1,0-0,95-0,98-0,96-1,0 = 0,13.

To raise the effectiveness of the complex, false-target
selecting blocks must be installed in the radar homing head, com-
plicating the head design and adding to its weight.

Now let us examine the effect of active enemy countermea-
sures on the effectiveness of the interception complex.
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TABLE 6.2 FATILURE RATES ?\i AND CORRECTIVE COEFFICIENTS Ki FOR

THE HOMING OF A HYPOTHETICAL MISSILE

106
I Lo I RV
Type of parts 2 = i |in sir
E 5 45 2 g for all
&g & parts
Resistors:
composition-carbon | 1490 0,043 61,1 | 5,0 3055
film-carbon 120 (0,03 3,6 5,0 18
variable 80 | 0,06 | 4.8] 25,0 120
Capacitors:
paper 430 10,01 | 4,3 5.0 20,5
tantalum 140 | 0,09 { 12,6 | 25,0 [ 315,0
variable 2[0,16 40} 42,0 168,0
potentiometric 65 [0,10| 6,5 25,0 62,5
Electrovacuum recei-
ving-amp. devices 15| 2,0 |30,0180,0( 2400,v
Transistors:
general type 00|05 | 50,0 8,5 4250
switching 60,4 |64,0| 85| 34,4
General-type diodes 850 | 0,2 [170 2,6 | 422
Transformers:
incandescent 60,2 1,2 |70 84
heavy-duty 12{0,9 108! 70 756
pulsed 250,15 ( 3,73 70 262,5
High-freguency chokes 121 0,1 1,2 |70 84,0
Relays:
general type 2(0,25| 6 1000 | 500,0
miniaturized 100,25 | 25 240 | 830,0
Switches:
tumblers 101005 0,5 42,0 21
pushbutton 610,17 1,02/ 42,0 | 42,84
10-pin conrecting 1211,2 | 14,4 | 1000 | 11400
plugs
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FATILURE RATES )'i AND CORRECTIVE COEFFICIENTS Ki FOR /35

TABLE 6.2
THE HOMING OF A HYPOTHETICAL MISSTLE
[Conclusion]

?\i"IOG,on )\i.qo6

I’ earth|¥ . .
Type of part @ —wn| 1 |1n air
2 85 |°% for all
s & § g parts

Electrotechnical parts:
general type

—

010,5 5,0 | 550 | 2750.,0

motor 411,25 5,0 330 | 2750,0
Mechanical parts:
gyroscopes 3 jlo 30 220 | 6600,0
selsyns 4|55 |22 220 | 4640,0
followup system motors 2 12,5 |25 1000 | 23000,0
gear transmissions 4 12,5 | 50 400 § 20000,0

Outlet connections 420 | 0,004/ 1,68 220 370,0
and socldering

Bl = | A=
total RIS RY £
it |oetocs | = 83468, 32- 10—

Mean operating time
1 . 1 1
elapsed to failure T=T=1897‘6hr T==—~—=11,98 hr
l A

Example 6.3. Let us estimate that the effectiveness of air
target capture (example 6.1) when there are active enemy counter-
measures, The antiaircraft guided missile is detected by the radars
of enemy aircraft and can be hit by their onboard armament.

Let us assume that the probability of destroying the anti-
aircraft missile with the aircraft's armament is Pdes = 0.2. Then

the effectiveness of the target interception complex can be deter-
mined by the formula

E =F& — 65.u42
(1 T )PguPcapPhomPstr ! ¢ )

a guwcapwhcmws tr des
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which after insertion of the corresponding numerical valucs be-
comes
£ =0,90,9%-0,951,0(1-.0,2).0,05.0,08.0,05.1 0~ 0,32,

Thus, in this case as well the effectivencss ol the combat
use of a complex is reduced. Therctore when estimating the effec-
tivencss of aircraft and miscile interception and strike complexes,
we must allow for the effect of enemy countermeasures (passive and
active). The elfects of diflferent kinds of Jjamming and active
countermeasures 15 considered in greater detail in Sections 6.3-
6.5.

6.2, Costs ol Complexes, and the Period and Stages of Their
Designing

In evaluating interception or attack complexes it is not
enough to know the values of thelr combat effectiveness under
different conditions. Their cost is a very important indicator
in the evaluation of complexes. This indicator is particularly
important when examining groups of complexes (cf. Section 6.5)
whose zosts are exceptionally high. Therefore, of late economic
characteristics, including the costs of prevented damage, have
begun to be considered as an indicator of a complex's effective-
ness; this quantity characterizes the effectiveness of anti-
aircraft defense facilities beating off attacks by strike or
reconnaisance enemy flight craft, where the results of their
action can be expressed in the form of the material damage in-
flicted to the defending side. The effectiveness of attack
facilities can be similarly evaluated, by using here the cost of
the damage inflicted (ef. for example [67]).

If in the general case, the cost of a group of complexes
CCom can be represented as the function

l“F}com = Fle,x, ., xa),

where x x <Xy refer to parameters characterizing the ap-

12 =227
pearance of the flight complex and the conditions of its use in

the group. Actually, CCorn is a certain sum

c_=N|[CH+C )+C .
com (.-ﬁl 1'9) P (6.43)

The terms in this sum are as follows:
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C, are the costs of individual elements of the complex;

N is the number of complexes in the group;
C1 o is the cost of launch positions and airfields; and /357
Csup is the cost of support facilities.

Costs of individual complex elements C. can be subdivided

into groups; they are functions of independent parameters, which
may be the coordinates of the launch positions or airfields, co-
ordinates of interception regions when interception complexes are
under consideration, and so on-

The cost of a group of facilities includes outlays for capi-
tal construction and operation of the airfields, launch positions,
centers of radar and radic facilities, communications, and access
routes, and also outlays for building and operating other ground

structures and facilities ensuring the functioning of flight craft.

Additionally, the cost function Ccom includes coutlays for

the development and building of flight craft and their equipment,
training of personnel, and so on.

In the synthesis of a system, one must be able to evaluate
these costs even at the stage of preliminary project-planning
when the facilities themselves have not yet been built. TFunc-
tions agreeing closely enough with actual outlays are availlable
now for this kind of estimate.

These functions are based on known functional relaticonships
between certain system parameters and the costs of elements in a
complex. Actual experience in calculations conducted by foreign
specialists shows that satisfactory enough results are obtained if
the dependence of the cost of missiles and aircraft on their
welght is approximated with a linesar function. Fig. 6.6 shows a
functicon of this kind (Caf is the cost of the airframe; Con is the

engine cost; Ceq is the equipment cost; and Carm is the armament

cost), constructed on the basis of the treatment of weights and
costs of various prototypes of American military equipment [130,
131, 1236-138, 151, 152, 155, 167). Since in synthesis the in-
vestigation is usually conducted within the limits of a relative-
ly narrow range of initial parameters, this approximation 1is
wholly justified, as can be seen from Fig. 6.6.

In approximate terms, the linear dependence of the cost of
launch positicns on the weight of flight craft launched from them
can also be extended to launch positions and airfields. This is
so because larger structures are needed with heavier Flight
craft in order to provide for their safe and reliable functioning.
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When this kind of estimate is used, each time numerical charac-
teristics of prorated costs must be refined (the cost per kg of
weight), since each newly built system can require during con-
struction the development of new technological processes, the

use of new material, and so on. As shown by experience, in
building complexes that do not greatly surpass similar existing
complexes as to their characteristics, the prorated [specificl
costs vary only slightly. Therefore prorated cost characteris-
tics needed for the preliminary project-planning can be cbtained
by a statistical treatment of earlier built systems and proto-
types. We must also bear in mind that the costs of flight craft
and other elements in a complex depend heavily on mass production
status. Fig. 6.7 shows the dependence of the relative costs of a
flight craft on the number of units built in a series (the graph
is constructed on the basis of a treatment of foreign data).

Fig. 6.6 Costs of various
; Cn Caa yored Cq yon.ed etements in U.S. mil%tary
T e e o ] complexes as a function of
i D{?ﬁf7r P their weight.
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A formal expression of the costs of a complex group is /359
as follows:

=1 i P - i
m m -
+2; en.c.eq, 1 (Gfu at t 2: Gen.c.eq.) scs} * Gy (6.49)
i=1 i=1 i
where Gf is the weight of fuel and armaments of the flight
u.arm craft;

is the weight of engine installations, crew, and

en--€9; equipment;
ES is the relative weight of the flight craft structure;
@1 ». 1S the relative weight of the launch stages per kg

i of flight craft;

C. 1is the cost of 1 kg of launch stage and elements of

flight craft equipment;

Cl is the cost of the launch position per kg of flight

‘P craft takeoff weight;
K 1is the number of power plants on the flight craft;

C is the cost of 1 kg of fuel and armament of the

’ flight craft;

C is the cost of 1 kg of flight craft structure;

N is the number of complexes in the group; and
m is the number of elements by which the overall weights
of engines and electronic equipment are to be divided.

For a better representation of the factors affecting the
costs of complexes, we present in Figs. 6.8 and 6.93 individual
compenents affecting the costs of a launch site and a missile
launch vehicle based on (U.S. data).
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6.8.

Factors affecting the cost of a structure
and the makeup of a launch position for artificial
earth satellites (for the example of the Blue Steel
missile launch vehicle; Woomera Proving Grounds)
KEY: 1 -- Orbit

Missile stages
Missile launch
vehicles
Manufactured on the
ground

Missile manufacturing

facilities

Orbit inclination
Region safety
Launch method

Fuel reserves
Industry assistance
Tracking facilities
Tests and workshops
Transportation
Access

15
16
17
18
19
20
21

22
23

24

25

286
27

Service perscnnel
General supply
Water

Local power source
Climate

Electric power
Electric power
network

Political consid-
erations

Launch system as

a whole

Ground for launch;
site; handling ca-
pacity; complexity
Cost of construc-
tion and operation
Or

Payments for launch
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Fig. 6.9. Effect of missile type on total
missile costs.
KEY: 1 -- Effect on system costs
2 -— Number of artificial earth satellites
per launch vehicle
3 -- Transportation of missile
4 -- Design
5 == Climate
6 -- Payload weight
7 —-- Solids
8 -— Fuel
9 -- Number of stages
10 -- Fuel system
11 -- Efficiency of design
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6.10.

Prorated costs

of missile launch wvehicles
as a function of year of
their construction

KEY: A -=- C

HFRUHODOHEEMOD O

Fig. 6.11.

. dollars/kg

Atlas-Agena B
Atlas-Centaur D
Saturn 1
Titan 2
Atlas-Centaur
Titan 2

Titan 3 C
Saturn 1 C
Titan 3 C
Saturn 5
Years

/361

Expected changes in the

costs of orbiting l.-kg of an orbital

payleoad.
KEY: A --C

fu-
B ~- Years

dollars/kg

Fig. 6.12. Costs of a group of
complexes as a function of its
effectiveness Ea (each of the com-

Plexes has an assigned probability
of executing the combat mission,
W. + [int = interception])
KEY: A -- C, relative units

B -- Ea
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Fig. 6.10 shows the prorated costs of U.S. missile launch /362
vehicles as a function of the year they were developed. The
value of C, can be predicted with this graph. A graph of expected

changes in the cost of orbiting 1 kg of orbital payload (Fig. 6.11,
based on the data in [181]) is presented for this same purpose.

A set of graphs, shown in Fig. 6.6, 1s necessary for cal-
culations based on formula (6.44). As an example, in Table 6.3
are given the costs of the missile launch vehicles, and in Table
6.4, the costs of a space communications system.

A comparative analysis of various systems using economic
estimates can afford very important results. For example, in
Fig. 6.12 is given the dependence of the costs of a group of
complexes on the effectiveness of the grouping Ea; each of the

complexes here ensures an assigned probability of performing a

military mission (interception -- wint)'

TABLE 6.3. COSTS AND RELIABILITY OF MISSILE LAUNCH VEHICLES

Launch Pay- | Cost, mild Launch
vehicle Orbit load, |lions of |reliabi-
kg dollars lity*

Atlas- [Bynchronoug 270- 19.0,195-66[0.6, 1966
Centaur equatorial | 450 |6.0, 1975 -8, 1970
. Synchronouy E.?, 1969
Titan II equatorial 295 5.9 ~9, 1475

%

Launch reliability refers to both launch at intermediate
as well as the final orbit of the assigned number of AES [arti-
ficial earth satellites].

From the figure it is clear that efforts to increase the
effectiveness of each complex can lead to very high cost outlays
in building the group. ’

In turn, this indicates that in some cases efforts toward
an appreciable increase in reliability, strike probability,
guidance probability, and other statistical characteristics are
not always economically advantageous. This example shows the
<ffect of precisely this statistical parameter on the costs of
the group.
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TABLE 6.4,

Name of operation

Or process

Developing communi-

cation satellites
Developing launch

facility equipment
Building launch

facilities*
Tracking stations
Relay stations
Making communica-

tions satellites
Cost of launch veh-

icle, incl. launch cost

Use of equa—- | Use of polar
torial orbits orbits
num- | cogt - cost,
ber million num million
pd. ber pd.
ster. ster.
1 6,5 1 6,5
9 13,5 9 13,5
1 20,0 — —_
3 4,5 3 4.5
16 24,0 16 24,0
21 4,5 40 8,0
21 31.5 40 60,0

COSTS OF A PERMANENT SYSTEM OF SPACE COMMUNICATION
[104]

4 . . P s
In the launch of satellites in polar orbit, it is assumed

possible to use already existing proving grounds,

the Woomera Proving Grounds.

for example,

No less typical is an example showing the dependence of the
costs of covering the defense belt on the distance between the

lines of interceptionm and warning.
the belt covered by a sin
wider, the farther

the territory defended.

bounded by the tactical radius of interception.

the

similar to that shown in Fig. 6.12.
warning lines interception with surface to air missiles (due to
their high speed) is carried out at a greater distance from the

As follows from Section 6.5,
gle aircraft interception complex is the
the interception line extends deep into
The maximum width of the covered belt is
The relation between
costs of a group built on the basis of aircraft facilities

&nd the distance between the lines of interception and warning is

This is because for short

launch point than interception using aircraft.

it is clear that for range values R < R* it is m
to use missiles, but for the distances R > R*%

tors are better.

Even in spite of the fact tha
cheaper +than an aircraft by almost one order of magnitude,
more advantageous to use aireraft and not

we have seen, given certain conditions.

3

From this example
ore advantageous

fighter-intercep-
t the missile is

it is

missiles in groups, as
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That 1s why the synthesis of the system must be conducted
by estimating the cost of a group of facilities, and not of each
individual faciliity.

From expression (6.44) it follows that the C, functlon minimum

is determined, in particular, for missile complexes mainly by the
minimum weight of the flight craft and by Che This follows from

the fact that the remaining quantities, for an assigned scheme
of performance of the mission and for a given equipment composi-
tion, vary relatively little. Equipment parameters can be varied
within the range of allowable values, but prorated costs Ci re-

main nearly unchanged.

GH is determined with reference to the optimal subdivision
1
of the total weight of the missile stages or of the aircraft into
the weights of individual elements and remains practically un-
changed in the process. Also changing little in the minimization

of costs is the Ck funetion.

Let us consider as an example how an air target can be hit
with antiaircraft missiles at minimum cost [1u48]. We will as-
sume that the effectiveness of the antiaircraft complex is es-
timated by the probability of hitting the target Ec and can be

provided by way of three outlays: in development of the anti-
aircraft missile, in implementation of the program of increas-
ing its reliability, and in the manufacture and launch of several
antiaircraft missiles.

To determine the minimum total cost, we must find each of
these three components. Here it must be considered that the
number of antiaircraft missiles for hitting a target depends
on their reliability and is defined by the outlays in increasing
reliability.

Example 6.4. It is required to determine the number of anti-
aircraft missiles of an AAD [antiaircraft defense] complex des-

troying an air target with probability PK = 0.5 with minimum mone-

tary outlays. The missile control system consists of three sub-
systems: a ground guidance subsystem 1; an onboard guidance

subsystem 2; and the launch position equipment 3. For greater re-
liability of the control system, certain monetary funds are spent

in increasing the reliability of its individual subsystems. Let

us use for this purpose a study by N. Cox and W. Harter [148],

glving a graph of the costs of increasing the reliability of
missile control systems (Fig. 6.13). This graph shows what /365
monetary outlays C provide for the reliability of error-free )

operation Pk of a complex control system. Approximating the
dashed curve with a straight line, we obtain a function written
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in terms of the function of a multiple logarithm in the form

1
C=ulg'g -C (6.45)
re Pom 10 ’

where LN is the slope of the characteristics, and

Pre is the cost of the system providing a certain initial

0 reliability F,up
é;mnﬁmmwﬁ A Fig. 6.13. Graph characterizing the
”'| | cost of increasing the reliability
100 —4r— of missile subsystems (the entire
P ij! ! ! control system of the missile is con-
TR sidered as a complex system)
.14 W‘: i T KEY: & -- C, miliions of dellars
! i
g ! B--P
o o7 com
20— —
AR ER:
a 1p(f/i, L ‘ The cost for striking the air

T QY5 QIBQITIIEP, , o A
447 494% LHLILI0E, target with antiaircraft missiles 1s

determined by the formula
C=n{Cy+ G+ CotG. (6.46)

where Cm is the cost of building the missile;

C. is the cost of launching the missile;

is the unchanged cost of developing the design and
ground equipment; and
CPe is the cost to increase the reliability of the control
systems.
The cost of a missile without providing for standby system equip-
ment can be defined as

N N
c=n(mzs,+ﬁgs;)+
- [ ]

N
1
+!l}_,,;EI|SilgIg‘—'P —C +0Cq
tem] com. i I'eo (6-”’7)

323



where u_ and My, are the slopes of the cost charactepistics;

S. and S.' are the complexity factors of the missile sub-
. systems and the launch facilities™;
i is the number of the missile subsystems and launch faclli-
tles; and
N, N' is the number of series-connected subsystems in missile
and launch facilities.
The reliability of the i-th subsystem is determined by the formula /366

P =P, (6.48)

where k. is the coefficient allowing for environmental effects on
the operation of the subsystem, and
ey is the system operating period.

Referring to formula (6.48), let us determine the reliability of
the entire missile as

Skt
P =BTl P}, (6.49)

where Pb is the probability of the error-free operation of the
booster.

The number of missiles launched to achieve the desired tar-
get strike probability is obtained by using the following ex-
pression:

_lg(d— Peon
_180-%)' (6.50)

where Pm is the probability of error-free operation of the mis-
gile.
Let us use the method of indeterminate Lagrange multipliers

to determine the optimal number of missiles launched, on the con-
dition of minimum cost as a function of reliability.

To do this, let us set up the auxilliary operation of the
form )

(6.51)
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where A is an indeterminate Lagrange multiplier, based on equations
(6.47) and (6.u49).

Equation (6.51) is valid when

P,
Spkt I
prrl . — 1 50,
n(l Pu)

t

using the expressions

./ q B _
P, and. o
we find
P fmp - sttt [ pytii=o,
B & J i
P
n pfl‘r':_—-ﬂl =0,
1 Pbo

(6.52)

Let us substitute the second equation of system (6.52) into the /367
first, and then we get

P
BTE a0
|gP¢ PbD
(6.53)

by equation (86.53), we have the following for the first subsys-
tem:

B
1gpy Y (6.54)

Dividing equation (6.54) by equation (6.53), we get

)

P'=P1l't! fOI“ i:'&!'
(6.55)
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then from the equation
Pa Sty
pb=n”' ' (6.56)
o

we obtain

( L
‘PB] - Ps.k.f.l—lp . .i’l
— 1 1

Bo

)s:‘m — pit,

e (6.57)

on the condition (6.55). Let us rewrite expression (6.50), using
the formulas (6.49) and (6.57), as

e lg(1—Pcom

Ctg(1-ppPMn) (6.58)

To determine the minimum cost, let us review the formula

R,
it
C=aGSi+e+usd tafu' —Got Co (6.59)

The values of the coefficients Hps Hios and p5 are taken

from cost graphs similar to Fig. 6.6.

The costs of a missile and its launch are determined by the
formulas (6.46) and (6.59), that is

Con= #ySa, }
cin=Pi§“+P' {6.80)
The anticipated reliability of each subsystem 1s
L S ‘
P!H=Pt;' 0 (6.61)
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and the optimal number of missiles launched (cf. formula (6.58))
is

lg(1—Poon) | (6.62)
tg (1—2 Piifs")

Let us construct, with formulas (6.60)-(6.62), the graphs of
the total cost of performing the combat milssion with Pk = 0,95,

The complexlty factors of the three subsystems wlll be
S1 = 1.0, 82 = 0,2, and 83 = 0.5; their operating time willl be
ty = 60 hours, ty, = 60 hours, and t3 = 1 hour; the operating con-
ditions willl be kl = k2 = k3 = 1.0. We wlll assume that the
operating rellabillity of each of the subsystems is 1dentical,

that is, P10 = P20 = P30 = Pbo = 1.0,
C man.donnapod Fig. 6.14. Dependence of
w0 ] cost components and total
g cost on subsystem reliabl-
Yy 1\3 pdi lity
20 N \epawem ¢ | _Gpanemss KEY: A -- C, millions of
\ O G emis ) dollars
58 "\ D 4paxemss v B -- 6 missiles, C
s5¢ I n(Cp+Cen) 7 C -- 5 missiles
40 I; q —4 D -- 4 missiles
30 N E -- n(C, + Cq)
20 ! 2 bo F -- 2 missiles
7 ;Q? -éfﬁiﬁh — *‘J“tjp G -- 3 missiles
2547 49 495 GI7 QI9G995 Q9%
We will take the cost factors to be as follows: . = 0.2-

6 _ 6 5 o
*107 dollars; u =2 - 107 dollars; p . 1 - 107 dollars;
in

- 6 . -

CO = 15 . 107 dollars; and Creo =0,
These curves are plotted in Fi% 6.14 Prom the plots it is

clear that the minimum cost C 3 106 dollars 1s attained

for four missiles (n = 4). The cost components corresponding to
this case are glven 1n Table 0.5.
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From the data 1n Table 6.5 and Fig. 6.14, 1t 1s clear that
outlays to increase reliability for a minimum-cost program can
exceed the costs of developlng the design (15 million dollars).

Now let us consider an example when standby subsystems are
employed in control systems.

It is required to determine the number of
antiaircraft missiles striking an air target with P, = 0.95 or
with minimun monetary outlays. The control system Tconsists of
five subsystems with different degrees of standby provision.

Example 6.5.

328

TABLE 6.5
Cost component Gosgésziélons of
Cost of developing missile Col
. u=5
and ground eguipment
Cost of building and
n{C_ + ¢ =1
launching 4 wmissiles ( n 1) s
Cogt_of increasing relia-
ili ¥
of 12t subsystem Cr=27
of 2nd subsystem Co=3
of 3rd subsysten Cxo=0

Total

Cain=63 wmillion dollars
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Let us denote the standby degree by Meys then formulas (6.48)

and (6.49) must be written as

Py=1—(1—pjit "

P, = %Ol:l [l_ (I—P‘lshtl)mu]'

where Moy = 1 fori=1, 2,...,N', and

(6.63)

(6.64)

N’ is the number of subsystems in which standby is impossible.

As in example 6.4, let us set up an auxlliary

N
’ 1
ol(Ph 1)3281 (};:églg -;;‘—_q‘%) +
-]
P[Il

+1 {ﬂ [t=(1— pyittaymin] — _}

[ RDO

Then by calculating the derivatives of the function ¢i and equa-

ting them to zero, we get

S -
Frigpe A [smamurl N
X (1 —pf;l;f;)fﬂm— 1 n [1 __(1 - Pflle:)mn]} — 0
151 '
P
n [1 - pfi’t’;)"'m] =0,
P
bo

i

J

equation

(6.65)

/370

(6.66)

Multiply the first equation in system (6.66) by the expres-

slon
1= (l_pf,*l‘i ik

Sk Sk ty ym—1
mp Py (1 P L)
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then we get

&Jl — (] — pflh!'l)mlb] S

my (1— pft"-"i)”‘m—' pfz”:‘: Ig pfx*x't +
[T (1= —pPtyma) o, (6.57)
i
Let us introduce the auxiliary function
o 1—(1— pfi*: ‘z)'"m
${Pes mp)= m“(b—PfﬁHQm“_lP?h'”gP?h” (6.68)

into equation (6.67), and let us use the second equation of sys-
tem (6.66), then we get

Sy (P }+123L' )
iy i» M =\u.
Ik HPho (6.69)

For actual calculations, let us represent the function (6.68) as

1—(1 =pP)"

y(P’ m)= m—1 .

Its graph is plotted in Fig. 6.15.

Using equation (6.69), let us find

S
y (P, myg) = S'; 4 (P my).
(6.71)
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—707
] ; | b) I ‘
o | [ ]
~1000 -200¢ -3600 -mw)r -5000 -6000 -700G ~8008 -3008 ¥
a

Fig. 6.15. Determining the standby extent of
a system for minimum outlays; reliability P as
a function of the auxiliary quantity y:
a -- For large y values
b == for small y values
n is the number of missiles striking the

target with specified probability

From formula (6.71) it is clear that the more complicated a
subsystem, the lower lies the family of characteristics y(Pi, mik)

in the graph. Therefore to obtain the same reliability, we must
increase the extent of standby My Though this principle is

obvious, the quantitative determination of the required standby is
possible only by using formula (6.70).

To determine the minimum cost and the minimum number of mis-
siles when standby of subsystems is provided, we must use the fol-
lowing formula:

N N
C= R(szmfst'i- P +szm:31 ) +
l=i Il

St
+efrt! ‘_Creo'l'csup ’ (6.72)

where Pi is determined from Fig. 6.15.

Ig(1 — Pagm)

efi= ol == ]

(6.73)
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Using formulas (6.71) - (6.73)}, let us determine the cost
plots as functions of the reliability of the standby provisions
of four controlled subsystems with WK = 0.95 and k = k2 = k3 =

1.0; S, = 0.4, S, = 0.2, §, = 0.5, S5, = 0.6, t = 60 hours,

~
u

4 1l U T2 3 y 1l
t2 = 60 hours, t3 = 1 hgur, tu = 60 hours; P10 =6P20 s P305= PHO =
Foo= 1.03 uoo= 0.2 - éU dollars; C1 = (0.1 - 10" + 2 -~ 10° ¢ miSi)
dollars, CD = 15 - 10 dellars, Cre 0 " 03 m, = 1.0 (the subsystem

has no standby), My, m3, and m, vary from 1 to 3.

From the graphs plotted on the basis of the data (Fig. 6.16) /372
it is clear that applying standby provisions permits cutting the
costs of hitting an air target. Table 6.6 gives the data on the
costs of individual components when two or three missiles are
launched with different degrees of standby (in the first column,
m, = (1,2,1,2); in the second column, m = (1,3,1,2)).

Fig. 6.16. Total cost as func-

£ wnn. dornagod A tions of reliability for differ-
00— —T5 : ent degrees of standby

\_ C°:§M”””’ KEY: A -- C, millions of dollars
90— D:—4ﬁgﬁﬂ B -- Two missiles

;\ E or— 5 paxem C -- Three missiles
80— F X —6 paxem D -- Four missiles

i \ E -- Five missiles
70 \ & ) g = Ii:l.x mlgszl_.ieg
5 \ L7 com com

i , M nez) X

| - J}Wﬁﬂ From the data in Table 6.6
50 \th:;avi: T it is clear that employing more

R e S50 2) far-reaching standby for a mis-

MOJ PTRETIETT W W sile control system m;, = 3 com-

pared with m 2, even though

12
the number of missiles required
to hit the target is reduced from
three to two, s5till the total cost

is changed but little. Accordingly, there is a redistribution of

monetary outlays. The cost of launching the missiles is reduced,
but the cost of the nonstandby missile control subsystem rises
owing to the use of more expensive {(reliably operating) parts to

7.8 million dollars. and the complexity of' the standby subsystem

(owing to an increase in the extent of standby) -~ to 15.0 million

dollars.

The examples 6.4 and 6.5 that we have been considering demon-
strate that the application of technical facilities {(standby
status) for greater reliability of control systems leads to a re-
duction in monetary outlays and in the number of missiles needed
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to hit targets with assigned probability. Therefore at the outset
of designing contrcl systems calculations must be made to estimate
the costs of control systems and to select the required degree of

standby with respect to the minimum monetary outlays.

TABIE 6.6 /373
Cost, millions of
Cost components dollars
n=3 ] =2
Cost of developing
missile and ground Co=1l5 Co=15
equipment
Cost of building and .-

. n\C _+C. )=15.19 n(C _+C,)=11,
launching missiles (Cy 1) > ( m 1) 6
Cost of increasing
reliability

of 1st subsystem Cp=12.6 Cip==17,8
of Znd subsystem Cpn=12,6 Con=15,0
of 3rd subsystem C0=3,0 Cp=2.3
of 4th subsystem Cp=0 Can=0
Total 38,9 58,7

Another important characteristic, in addition to cost, is the
time expended in the development, building, and commissioning of
flight complexes. When this time is too great, the complex (or its
control system) will become obsolescent by the time it is commis-
sioned. If the available time is short, the design complex can
have characteristics that are not high enough, which leads to its
rapid qualitative aging.

The determination of time outlays presents considerable dif-
ficulties and is carried out, as a rule, by predicting statistical-
ly treated data characterizing previous developments. Here the
total time is composed of the time expended in each of the stages
of design and production of the flight complex.

These stages are as follows.

Presentation of the technical assignment when the ordering
organization, based on preliminary scientific studies and experi-
mental developments of individual complex and system elements,
determines their layout, main characteristics, and parameters (the
time outlay denoted by T.g)-

Development of the advanced plans of the complex when the /374
leading industrial organization, based on the technical assignment
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TABLE 6.7

Type o fears |y951|105211959/ 1054 1955 | 1956 ¢ 1957 | 1058 | 1950 1960'1961 19621 1963 ] 1964
missile or AES

Atlas D

Titan I l

Titan IT

Minutemzn x

Polaris A7

Samos I. |

Midas

Transit ]

Nike-Zeus [ T | I [



received, works out approaches toward building the assigned com-
plex and determines, jointly with the ordering organization, the
requisite tactical-technical requirements imposed on it (the time
outlay is denoted by Ta.dl‘

Development of preliminary and technical plans sometimes can
be divided inte two stages, and in several cases these stages are
united into one in order to shorten time in development. Here the
technical solution adopted in the advanced design is worked out
in detail. The preliminary or technical plan of the system is
completed by the development of technical documentation, building
of mockups, and prototypes of its individual elements.

This stage is characterized by the time which is denoted by

Tp.t
Industrial manufacture and check-out tests of prototype and

the system as a whole. Thils stage is characterized by the actual
production process in building the developed complex, and alsoc by
its laboratory and full-scale tests to obtain the specified char-
acteristics. The length of this stage depends on the level of
the production and experimental base and the state of the art.
The duration of this stage is denoted by Tin‘

The stage of the release tests 1s characterized by the cus-
tomer, based on appropriate statistical experiments, declaring
whether the proffered model of the system measures up to specified
characteristics throughout the entire range of proposed operating
conditions.

The duration of this stage can be shortened by using mathe-
matical and physical modeling of the control processes. When the
prototype measures up to the imposed requirements, after release
tests, it is taken up for series production. The time required
for the stage of release tests is denoted by Tre'

The stage of series production and introduction of the proto-
type. On the completion of the release tests, the industrial
enterprises for series production are determined, to which the
leading industrial organizations turn over the necessary technical
documentation. This stage terminates in the introduction of the
prototype. By introduction we mean the commissioning, mastery,
and operation of the number of the models which can afford attain-
ing the required level of mission performance.

We will let Tintstand for the time of the stage of series-

production and introduction.

Thus, the total time required to develop and build systems
is defined as the sum
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as a.d p-t in re int 6.74)

Table 6.7 gives some idea of the duration of individual
stages of development, building, and introduction of flight craft
complexes.

As we can see from the table, these schedules are extremely
stable, for example, 3-4 years for spacecraft and 5-6 years for
long-range ballistic missiles and launch vehicles.

6.3. Effect of Natural and Artificial Interference on the Ef-
fectiveness of Performing an Assigned Mlssion

All the kinds of interference acting on radar sets, homing
heads, heat direction finders, infrared heads, radio altimeters,
and laser and radio rangefinders can be divided into natural
and artificial. ©Natural and especially artificial interference
has a considerable effect on the effectiveness of the combat use
of defense and offense complexes, and therefore must be taken into
account in designing control systems.

Natural interference is commonly held to include the follow-
ing: atmospheric, ionospheric, industrial, and interference in-
duced by the effect of the earth or ocean waves. Atmospheric
interference {(rain and fog) reduces the coverage of ground and on-
board radar complexes (cf. Fig. 3.4). TIonospheric interference
also reduces radar coverage and sometimes can lead to the ap-
pearance of Interference hampering the radar tracking of ob-
jects.

Artificial interference is commonly held to refer to means
of radio and infrared countermeasures. Means of radio counter-
measures (RCM) can be divided into active and passive. A classi-
fication of RCM is shown in Fig. 6.17. The effectiveness of inter- /377
ference [jamming} depends on the power of the interference and
the signal, that is,

= (amd .
K (Psi )1np = KJ . (6.75)

were K, is the coefficient of suppression of the radar or the
J RuH homing headl by the given kind of jamming, and
K 1s theratlo of the jamming power P. +to signal power P .
at the radio receiver input [20]. J 51

The jamming power is determined from the formula
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2
—_ !
Poiq= PjAJF (¢hor, osh) Y; (6.76)
where P/. is the flux density of the jamming power at the input
of the antenna of the suppressed radar;
¢hor and ¢, are the azimuth and elevation angles of the
jamming suppliers;

F is a function describing the radiation pattern of the

suppressed radar with respect to the field; and
A. is the equivalent absorption surface of the antenna

of the suppressed radar and determined by the formula

A, = &
J 4n
Here G_ is the maximum coefficient of the directivity of the an- /378

tenna of the suppressed radar, and
A is the jamming wavelength.

(6.77)

Fig. 6.17. <(Classification
of means of RCM

A hmkmbmﬂmwmmmmwmwj
/

B | Amaldnsre cpedoriZ T T o KEY: A -- Means of radio
paiionpomu ool m i . ﬂm-%ggwww- countermeasures
D B -- Active means of
" 7 PN DELL XS
ONERG countermeasures
TR %
' 3 g .
§§ g§ 3 3. §§ $ 1 C -- Passive means
S84 888 %gg 33 USRI of countermeasures
HEEEH 33 > 3 23 5B
N RSy S S BBy R
§§q I8 1 1888 S SR BSERER D -- Camouflaging
F 63y | (88 338 §§ LS| B | ¥ jamming
H ' M E -- Simulation jam-
ming

F -- Sighting jamming
@ -- Wldeband barrage
jamming

-- Sighting jamming with wobbling

-- Simulating false targets as to range

-- Simulating false targets as to angular coordinate

Simulating false targets

-- Counter radar reflectors

-- Radar traps

-- Radio-absorbing materials

ZECHARGHD
1
[}

The density of the jamming signal is

P.G
P! =__.1§.j__ . lo-O.laR

J MHRJ

J (6.78)
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where ©. is the maximum coefficient of the directivity of the
jamming transmitter antenna;
o is the coefficient that allows for the attenuation of
the signal in the atmosphere, in db/km; and
R. is the range to the jammer (Fig. 6.18 a).

Considering that only part of the jamming power reaches the
receivel’ determined by the ratic of the width of the spectrum
of the jamming signal aFj to the passband of the receiver of

the suppressed radar AFre’ the jamming power is

P.G,A AF
P — J7J] re F2(¢

re.inp LHTRQ. AFJ
d

The power of the useful signal at the receiver input of the
suppressed radar is determined by the formula

.1q-0.1laR
hopr8) 10701y L s 79)

P .G .A_A
P _ gl si 't j,lO—O.E aRS

i : (6.80
si.inp 4172R§i , )

where'Ra is the range to the covered aircraft.

Substituting formulas (6.79) and (6.80) into equation (6.75),
we find

UnR .¢ AF R‘Llr
K = J°) "re J  (Zsiy g2 (4 d,),10c>.1.;>z(2Rsi---R)
RSiGsiAt'&Fj RE hor’ "h J.;g
- J (6.81). -
[l Kpeobizersid
A LamTen- 420
G
S
’ ¢ & Rpungerdaeris . 1]
B camonem
‘&// P . ¢ nepedanui—
7 ” bt  nors nome
o) namex
E‘R_n_'___,,.-.-
et
; == DNene b}
D
e D a)
Fio. R_.18, Crhama Frr aradamninea sAa+dus Sammino:
F=Y . bart e b e b PR S tl-L. uuuuuuu Gi fe L e A J‘-LJIHII-I-JlBI
a -- When a jammer is present
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The function (6.81) is the fundamental formula for radio
countermeasures for active jamming. |

Fig. 6.19 presents the variation of the coefficient K as

functions of R, and Pj’ Gj’ and Ry as parameters. When K = Kj’

the jamming becomes ineffective; the region in which jamming is
effective is usually called the suppression zone. K > Ks in the
suppression zone. The formula (6.81) changes when the covered
aircraft itself carries the jamming device. Then we get

o _ mRyGy jAMTre Lo 200+ R, (6.82)
Poslsihg &F; | '
Fig. 6.19. Determining the radar

suppression zone
KEY: A -- Region of ineffective

A Donacms I@perrlnozs jamming .
X Ofracms 2_3 Jedemiur novexr B —- Beglgn of effective
mwwmmmmhd jamming
wozo dedemiun ] D g C -- K.
naex 4 ’ J
1 D -- le
¢ A E -- R.
Kn ———————— F 32
—_ Rj3
: € == Py &2
7 Borin K& H 7 Pyp. Gy
I -- Pj3a GjB J — Ra min K -~ Ra

In correcting the absorption of radiowaves in the atmo-
sphere, let us find the formulas for the determination of the
minimum suppression range. Based on the funection (6.81), we
have 339



si“si''t
and from formula (6.82)

J

] 1‘/ K Pgy0q4Ay AF,

jmin ~ 2 P

From these formulas it is clear that as the jammer approaches
the radar, the jamming effectiveness drops off.
table to the fact that in the approach of the aircraft with the

G
75 Y3 ﬁfre

g 2
R R‘/ﬂKJPjG ¥ (éhor’ tbh)’ﬁ‘fr«s- Y
J min P .G ,A, AF

This 1s attribu-

(6.83)

(6.84)

jamming device to the radar, the power of the 51gnal reflected

from the aircraft increases more rapldly {(since it is proportlon-

al to R“) than the power of the jammlng at the radar receiver

input (51nce it is proportional to R]) [20].

From formula (6.81) it also follows that if the Jammer acts

with respect to the main lobe of the radiation pattern, the

suppression zone will be broader than for suppression of a side

lobe.

We will estimate the effectiveness of jamming by the cover-
The smaller the range, the more

age of target detection Rre min’

effective the radio countermeasures:

W, =
d

Table 6.8 gives data on the effect of different types of jamming

(201,

TABLE 6.8 ESTIMATE OF THE EFFECTIVENESS OF JAMMING, Pj

R

%f‘ijm
Ryet

w/MHz; Rdet = 50 km (WITHOUT JAMMING)
. . LV
Type of Jamming J ug::.L‘n Wj
Camouflaging:
noise 48 0,04
sighting in the side- a7 0,26
lobe of the radar
sighting in the main- 9 0,82
lobe zone
Simulating false-target 5 0,90

pusition
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Simulation jamming is jamming in the form of the signals /381
of false targets, diverting the radar from the true target.
The method of producing simulation jamming consists in the
reception of the radar signal, and its amplification and re-
beaming with a time delay. As a result of this delay, the
signal picked up by the radar yields false information on the
range and azimuth. The simulation jamming device can also pick
up and amplify pulses of the side lobes, then several false
targets will reach the radar. The reception and rebeaming of
pulses reflected from ground objects is also possible. Passive
radio countermeasures can be implemented by ejecting large
numbers of dipole reflectors (passive jamming), the launch of
missile-traps, or the ejection of corner reflectors. In addi-
tion, different kinds of coatings producing the effective re-
flective surface of flght craft are also possible as passive mea-
sures.

Passive jamming (Fig. 6.20). The aircraft-target is not
detected in the dipcle jamming when the power of the signals
reflected from the dipoles exceeds the power of the useful signal
by several times, that is,

:5¢ﬂ

K= (f;l —
é% np (F.96)
whereva is the mean effective surface for reflection from the
dipoles, and

V¢ is the mean effective reflecting surface of the target.

Vd can be represented as

Vi =Nog > (6.97)
where N is the number of dipoles, and /382
T; is the mean effective scattering surface of a single

dipole. _
In practical calculations, of Oy the following formula is

usually employed

o — ]
op= 0.17n%h Ny, (6.98)

where hd is the height of a half-wave dipole (hd = ATy

n 1is the coefficient of the effective number of dipoles;
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and V., is taken as 20 m" (cf. Chapter Three) and by formula

(6.98), we find for 1000 dipoles

T, = 85 m?; K= 85/20 = 4.25,

indicating the adequate effectiveness of dipcle reflectors.

c Vi
Fig. 6.20 Pulse volume of radar
KEY: A -- Radar
B -- Rdet
- C -- Vt
A PAC B

Radar traps cause a disruption in guidance by diverting the
attacking flight craft from the plane or missile being attacked,
by the radar (Fig. 6.21).

A Fig. 6.21 Use of missile traps
- fa174
”"T:éf”m for breakdown of antiaircraft
C&Vjpl’ uere missile homing
B o LT - KEY: A -- Missile-traps
%%%f;v// B -- Guided missile
- cC -- R
//// tr
; D -- R
m
. E -- Target
G F -- R
phe nodedem a
G -- Coverage radar

Let us write out the equation of radio countermeasures in
the form

/tr = traps, radar/
2 2

P, 4P .G RS, R AP
K = (5—i-) I P T 4 ) “Tre (6.99)
Py "inp PsyGgiAtREy OF

and with X = Kj and R, = Rj’ we find that the jamming power is

_ Fo1leafely (6.100)
J 49 R2

siGj

e
|
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From formula (6.100) it is clear that a reflected signal
simulating a false target must exceed in power the real reflec-
ted signal by several times.

Ejected traps in the form of corner reflectors have
maximum effective reflecting areas amounting to several thou-
sands of square meters. Working formulas for calculating the
maximum effectiveness strike areas of different kinds of corner

reflectors are given in Table 6.9,

TABLE 6.9 MAXIMUM EFFECTIVE REFLECTION AREAS OF CORNER
REFLECTORS

Name of .

corner Kind oftgorner reflec-— Aeff”“
reflector T

63 60° 4 @

Triangular 3" Tﬂ.
&0°

at

Rectangular 2n

".' 2.M

—

Circular N A2

FD

/383
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Radar coatings lead to an appreciable reduction in the
effective reflecting surface of a flight craft which makes it /384
less "visible" to the radar. These coatings are made in the
form of horns, which lowers the intensity of reflection by
ninety percent in Ehe wavelength range 1-12 cm. Their weight
is quite high (1 m? welghs 2 kg ormore). Coatings of foamed
glass fiber 12.7 mm thick are lighter in weight (0.91 kg).
Here the intensity of reflection is reduced by ninety-nine
percent in the wavelength range 0.9-77 cm [1171.

The rational use of radioc countermeasures can appreciably
increase the effectiveness of an aircraft or missile complex.
Fig. 6.22a shows the variation in the probability of striking

wstr a bomber with a certain hypothetical defense system as a

function of the weight of the jamming equipment (which can
characterize the effectiveness of the radio countermeasures)
Gj installed on board it [117). Since the payload of each air-

craft is limited to some maximum value, there arises the prob-
lem of its rational distribution: for a bomber, for example,
between the bomb load and the radio jamming equipment. On the
one hand, it is important to inflict the greatest damage on
the enemy, that is, to increase the bomb load, and on the other,
to deliver this load to the target with the highest probability.

This optimal relationship can be characterized by a certain
parameter Q:

Q=(1—-W_)D. (6.101)

here D is the percentage of the total possible destruction (uni- /385
gquely related to the weight of the bomb locad) inflicted by the
bember.

Fig. 6.22 Effect of weight

;hm A & of radio countermeasure equip-
2l 254 ment and bomb load:
Mb\ s A a -- Strike probability of a
g4 az bomber as a function of
? I ollL LU L the weight of the radio
D00 200 3000 400 Engg K SO SIS I countermeasure equipment
a) B éﬁm‘ﬁwwﬂmmﬁpr installed on it
b) b -- Coefficient Q as a func-
tion of relative weight
°3
KEY: A -- W
str
B - Gj, kg

C -- @5 = Gj/Gbomb-ld [bomb-1d = bomb payload]



A graph (cf. Fig. 6.22 b) plotted for the same hypothetical
defense system as the graph in Fig. 6.22 a shows the dependence
of the coefficient Q on the relative weight

C. = _].._..-_.—— 4
] G
bomb-1d

Gbomb-ld is the weight of the bomb load.
The calculation was made for a maximum payload of 4500 kg.

6.4 Effect of Active Enemy Countermeasures on the Effective-

ness of Performing an Assigned Mission

Active countermeasures or active defense is one of the main
factors strongly influencing the effectiveness of carrying out
a combat mission by an attacker. This factor can alter the make-
up of the control system of a complex and its characteristics®
We will illustrate the effect of active countermeasures on the
cost of a group attack by flight complexes using the following

model [67].

A certain target {or a complex of targets) defended by
interceptors is subjected to an attack by enemy aircraft or his
tactical missiles, or long-range ballistic missiles. The quality
of performance of the military mission by the attacker is evaluated
by the function f, which is the cost of the attack. Here it is
assumed that the military flight araft not hit by means of active
defense reduces, with a certain probability the usefulness of
the ground target attack by some constant quantity, or puts out
of commission, with some other probability, one of the guidance
centers of the interceptors. The effects of the combat facility
(the missile warhead) can vary. According to the above-adopted
model [67], each of the attacking flight craft can be struck, /386
with dlfferent probabilities, by the means of active defense by -
interceptors both before the attack on the ground target, as well
as after it. When tactical or long-range missiles are used, it
is assumed that they are destroyed at the moment the warheads are
delivered ontoc the target.

The costsof the means of attack and defense are different;
they depend on the type of the flight complex, on the above-
indicated probabilities of carrying out the combat mission, and
on the size of the warhead carried.
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7 | X Fig. 6.23 Effect of the inten-
/;g§ sities of active defense on the
N //#" S cost of an attack f by bombers
v 4t [1w1]
3 Y P ,—"__ﬁ§§ﬁ - - - low-altitude defense
3 3 - ,;‘:f“z Qg high-altitude defense
§ P
A 2 A2 © KEY: A -- Cost of attack, f
S 7 ,;;;ﬁé 2 B -- Number of targets
S| A €y defended

g 2 & & 8 1§12 14 IF 18 20

Thus, the "quality" of performance of a combat mission by
the attacker is the higher, the smaller the f -- the cost of
the attack (f = 0 if all ground targets have been destroyed).
The function f = 0 alsc obtains when all interceptors or all
guidance centers have been destroyed. That ig, there is no ac-
tive defense. When missiles are used in this case, the func-
tion f # 0, but it reaches some minimum value. Actions of the
active defense raise the value of f, degrading the performance
of the combat mission by the attacker.

The dependence of the cost f in an attack by bombers on
the intensity of the active defense is shown in Fig. 6.23 for
the model described. Since the probability of destroying the
ground target depends on the bomber altitude and since, under
otherwise equal conditions, the probability of the bomber being
struck by an interceptor depends on this same factor, which
varies as a function of the type of the active defense (low- or
high-altitude defense), then in the situation described the

variants listed in Table 6.10 are possible (the numerical values

of the parameters in this example have been taken from [67].

c

B Mﬁgcﬁmm Cunsnzs 0337 of active defense on the cost
S .

: 3 attack f by tactical ballistic
l i’ﬂ*l s missiles [1ul]:
% . ~¢47§ -0~0- -- missiles with heavy

= g warheads
<12 —4%3§ -x=X- =-- missiles with small
8 i ey warheads
§s i S -{-}- -- optimal combination of
9 : i 5 different kinds of
4 L3 missiles
A { s KEY: -- Cost of attack, f

D
27

-+~ Strong delense
-— Number of targets
defended

A
B -- Weak defense
C
D
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From Fig. 6.24 and Table 6.11, the effect of the intensity
of the active defense on an expedient missile warhead size is
clearly seen. When missiles of different types are optimally
combined, some improvement in the attack results is achieved.

Fig. 6.25 shows the effect of the probabillity of a long-
range ballistic missile being struck by one interceptor on the
cost of an attack by long-range ballistic missiles. The cal-
culations were made for two different numbers of interceptors
simultaneously guided by each guidance center, and for two dif-
ferent values of the total reserve of interceptors. Here it
was assumed that each warhead carries 19 traps, all these 20
elements are of equal value from the standpoint of defense, and
the interceptors are distributed evenly between them in accord-
ance with an optimal strategy.

TABLE 6.10 PROBARILITIES .OF A GROUND TARGET BEING HIT BY BOMBS
AND PROBABILITIES OF BOMBERS BEING DESTROYED IN AN
ACTIVE DEFENSE [67]

FProbabi-| Probability of

1lity of | bomber heing struck
Type of bomber ground | by one interceptor

ziii‘iz Low-alt. high-alt.

defense ] defense
High-altitude I 6,9 0.3 0.4
attack by hombers
1 0,3 0,4 0.5

Low-altitude at- | | 0,3 0.2 0.1
tack by bombers 1 0.1 0.3 0.2

As we can see, an increase in the number of 81multaneously
gulded interceptors becomes less advantagecus with an increase
in the probability of long-range ballistic missiles being struck
by each individual interceptaor.
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18 — 1 Fig. 6.25 Effect of the pru.a-
17 Y L= bility of a long-range ballistic
had’) } 4 8 missile being stiuck by afsingle
S ! S interceptor on the cost of an
S ,;4?1:;~;, H{% attack [67}:
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Now let us consider two specific examples of the effect of
active countermeasures on how well a combat mission is performed.

In Table 6.10, two types of bombers have been assumed:

I is a model with high flight data and conditional costs
1 2.5, and

IT is a model with low flight data and conditional costs
1.0.
2

]
1]

1]
n

Fig. 6.24 shows the effect of an active defense on the cost
of an attack f by tactical ballistic missiles for values of the
initial parameters listed in Table 6.11.

TABLE 6.11 EFFECT OF ACTIVE DEFENSE ON THE COST OF AN ATTACK
BY TACTICAL MISSILES [67]

Regolving N Prob. of |Probabili
= ng | Missil abllity of
Hgfer of mis- € ground tar-| missile being
sile warhead Cost ot gtrike {hit by 1 intercep.
1 L0 0,90 0.5
I 1.5 0,9 0.5

Example 6.6. Let us determine the probability of the per-
formance of a combat mission by a multimission fighter against
an operating ground target in conditions of countermeasures by
the enemy AAD. We will assume that the enemy AAD consists of
six 20-mm rapid-firing, small-caliber cannon, and two batteries
of missiles {each of the batteries can launch only one missile
at the target). Additionally, the multimission fighter can on
its tracking to the target be attacked by two fighter- 1ntercep—
tors armed with missiles and cannon. The effectiveness criterion
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in this case is defined as

E = W (6.102)

a WAADWdet strPAADPdetPstr’

where W is the probability of the multimission fighter
penetrating the AAD facility;
is the probability of detection of the ground target;

is the probability of the ground target being struck

with bombs;
is the operating reliability of the AAD system;

is the operating reliability of the onboard equipment
detecting the ground target; and
is the reliability of the ground-to-alr missile.

det
str

= =

AAD
det

v w3 o

str

A multimission fighter penetrates AAD facilities if the
aircraft is not struck by the small-caliber antiaircraft artil-
lery, the antiaircraft missiles, and the fighter-interceptors;

W = (1 - WS Y, (6.103)

AAD (1 - wa.g.m)(l ~-W

a.a) f-1i

where WS a.a is the probability of the multimission fighter being
*®*% hit by small-caliber antiaircraft artillery;
a o is the probability of the multimission fighter being
"B nit by antiaircraft guided missiles; and
Wf-i is the probability of the multimission fighter being
struck by fighter-interceptors.
Probabilities of hitting an aircraft attacking ground targets are
defined as:

- n .
ws.a.a =1-QQ- ws.a.al) S.a.4as
na g.M 6
Vagm™=1- G- Wagom’ 3 (6.10%)
n
- f-1
Weg =1 - (1= Wg 59) ’
where WS a.al is the probability of a multimission fighter being

struck by a single battery of small-caliber anti-
aircraft artillery;

wa.g.ml is the probability of the multimission fighter being
struck by a single antiaircraft missile;
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wf—i is the probability of the multimission fighter being
struck by a single fighter-interceptor;and
n .0 , and n. . are the number of batteries, small-
§-a.4°4.82-1 f-1 Galiber antiaircraft artillery, anti-
aireraft missiles, and fighter-inter-
ceptors, respectively.

The probability of an aircraft being struck by antiaircraft
missiles (or by AAD interceptor-fighters) was considered in example

6.1. Let us define by formulas (6.104) Ws.a.a’ wa.g.m’ and wf-i’
considering ws.a.al = 0.05, wa.g.ml = 0.3, and wf—il = 0.15.
W =1 - (1L -0.56)% = 0.27;
s.a.a ’ ten?
W =1 - (1 - 0.3} = 0.51;
a.g.m T
W =1 - (1 -0.15% = 0.28
f-1 : e

Hence the probability of penetrating AAD facilities will

be WAAD = 0.26, by formula (6.103). We will determine the

effectiveness of the performance of the combat mission by a

multimission fighter, given the condition wdet = 0.95, wstr =

0.9, PAAD = 0.99, Pdet = 0.95, and Pscr = 0.98. Then

Ea = 0.26:0.95-0.9-0.99-0.95:0.98 =

From this example it is clear that the probability of the
successful performance of a combat mission by a multimission
flghter is low. Let us consider this very same problem when there
is a partial suppression of the AAD defense by the armament of the
multimission fighter. We will assume that two air-to-surface
missiles put out of commission the radar of the antiaircraft mis-

siles (Wa.g.m = 0), then Wapp = 0.73 « 0.72 = 0.52 and E, = 0.u41.

In this case E is approximately twice as high as in the first

case, however the use of a multimission fighter is, as before, un-
warranted, since E < 0.5.

Example 6.7. ZIet us determine the affontis

e e e e U AW

tions of a multimission fighter against a ground EQEéeE i
situatlon of AAD when RCM /radio countermeasure/ equi
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used on the multimission fighter. In thls case, we will assume

that ws.a.al = 0.01, wa.g‘m = 0.05, and We_y = 0.02, then WAAD =

= 0.82 and E, = 0.65.

When the radar of the antlaircraft milssile Installation is
hit, Ea becomes 0.72. Thus, the RCM equipment and the partlal

suppression of the AAD facilities permit a marked rise 1In the
effectiveness of the combat application of multimission fighters
in striking ground targets.

£ Fig. 6.26. Cost of an attack on a /391
L2 round target by a singie aircraft

A ), acting in a group of two (2)
and three %j alrcraft
KEY: 4 --
0

1 B -- COSt of attack, f

Using these data for Ea’ let us

&5 B“mnfmmf 14 determine in Examples 6.6 and 6.7 the
dependence of the cost of an attack
on a standard ground target on the
probabllilty of 1ts being hit. The

corresponding numerical values are given in Table 6.12.

The data in Table 6.12 were used in indicating in Fig. 6.26
(curve 1) the cost of an attack on a standard ground target made
by a single aircraft; here also 1ls glven for sake of comparison
a plot of the cost of an attack by one aircraft (curve 2) acting
in a group of two alrcraft. Here one of the alrplanes strikes /392
the ground target, and the second aircraft of the group suppresses
the AAD facilities. Curve 3 corresponds to the cost of an attack
by one ailrcraft acting 1n a group of three alrplanes.

6.5. Groups of Complexes

The effectlveness of a system, as already indicated, 1s
determined by the probabllilty of the successful performance of a
combat misslon under specific conditions of the use of the system.
In complex conditions of the use of complexes, the effectiveness
of a system can take on any of a set of different values. The
effectiveness 1s strongly affected by the layout of ground facili-
ties of the system, active and passive countermeasures of the
enemy, the possibillty of performlng combat operations by groups
of fllght craft, and sc on. Ground facilities of the system are
connected with each other into a unlfled cell or group. This
refers both to AAD faclllitiles and offense facilitles. Groups
always have a higher effectiveness of action, especially in con-
ditions of active or passive enemy countermegsures. The
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TABLE 6.12 COST OF AN ATTACK AGAINST CONVENTIONAL
GROUND TARGETS BY A MULTIMISSION FIGHTER WITH
DIFFERENT KINDS OF ONBOARD ARMAMENT (BASED

ON FOREIGN DATA)

Prob. of pen-!Cost of attack in
etrating AAD rel. units (neg-

. o [z performing |lecting operating
Armament version | B den |reliability of the

w I3 alr-to-ground mis-
AAD 4 {sile and active
Jamming equinment)

Bombs 0“26 0'2 I_Uo
Bombs znd two aird <o j
to—ground missiles 0,52 | 0,41 1,15
Bombs & jamming 0,82 0,63 1,25
Bombs, 2 air-to- - '
ground missiles, 0.90 0,72 1,40

and jammning

malfunctioning of individual subsystems in a group, even though
reducing the effectiveness of use of the group, still 1n a ra-
tional communications arrangement dces afford a high enough com-
bat capabillity.

As an example, let us look at a standard group of AAD system
facilities (Fig. 6.27)}. The width of the defense belt Z 1is chosen
in accordance with the tactical-operational situation. Withln
this belt at a distance from the frontier lie the ground radar
stations affording the simultaneous determination of the para-
meters of air targets and their transmission to the command post
(CP) where a decision 1s made on the use of interception faci-
lities (missiles or fighter-interceptors) based on conditions of
the possible position of the interception lines with respect to
the width of the belt B. Obviously, the number of interception
groups in the belt Z must be equal to the number of the belts
wlth width B. This precludes the possibility of the unimpeded
penetration of an enemy deep Iinto the defended terriltory.

The number of AAD facilities for interception and striking
of air targets is selected so that for different methods of enemy

raids, an assigned effectiveness of striking the targets E_ 1s
provided. 2
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Fig. 6.27. Investlgating groups of
complexes /continued

KEY: N -- multimission fighters (1 -- offense
- 2 -- cover)

O -- AAD fighter-interceptors
P -- long-range detection radar
A large number of Interceptlon facllities in the belt 2 4394
requires that a certaln level of thelr combat readiness W be

c.r
assured, and also that assigned effectiveness levels of indivi-
dual complexes Wa be maintained. In addition, the effect on

W of facilitilies of active and passive enemy protection and nat-
uPal external conditions (weather, visibility, and so on) must be
taken into account.

Thus, the effectliveness of a group Ea com 1s defined as

Eq.com = Ye.r¥a - (6.105)

The combat readiness of interception facllitles can be determined
by the following formula:

W = c.T , (6.106)

where 'I'c r 1s the mean time that all AAD faclilities are 1n a
7 combat-ready condition; and
Tnc r is the mean time that all AAD facilitles are in a non-
combat -ready conditlon.

To determine T and T let us use the method suggested

c.r nc.r?
in the work /B7/, according to which
Ts.m
e T
T, ,=\1—e "f-f JTo n, (6.107)

where TS m 1s the scheduled malntenance period; and
T,_p 18 the fallure-free operating period of all facilitles.

The mean time that all facllities are In arnoncombat-ready

condition depends on the walting time of spare parts TS p; the

scheduled malntenance time T_ _ ,; the time spent 1n detecting

g lld e

a fallure Tf 3 the repalr walting time Twa; and the time spent
in making 'Y repalrs Trep:
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TS.I]']

— _ TT.. ..
The.r = (Ts.m.t + Ps.st.p)e £-f +
_ Ts.m

+ P T - (6.108)

T
t{l—e £-f (Pf.de.d wa wa rep) 2

where P 1s the probabillity of walting for spare parts to be
5.P obtalined;
Pf._f 1s the probability of an undetected failure coming /395
to light; and

PWa 1s the probabllity of the onset of repair work.

It must be noted that in complex control systems of ailreraft
and missile AAD complexes the time Tnc r is quilte large owlng to

slgnificant values of Ts.m.t and especially Trep’ requiring the

arrangements of additional AAD facilities in the defense belt to

achieve assigned E  __ values /215/.

Example 6.8. Let us determine the probabillity of an anti-
aircraft AAD complex being in a combat-ready conditlon and the
effectiveness of alr targets belng hit by missiles of this com-
plex (cf. Fig. 6.27 a) glven the condition that Ty m.t = 0.5 hr;

Ty.p = 1-0brs Tp o= 1.0 hrs T, = 1.0 hrs T, = 10.0 hr;
Ts.m = 100.0 hr; Tf_f = 500 hr; Ps.p = 0.7; Po p = 0.6; and

P, =0.9. For the adopted values we find To p = 12.62 hr and
T, p» = 200 hr, whence wc_r = 0.94. With these data, let us
assume that -- with reference to the radio countermeasures of

the enemy -- Wa = 0.77: then Ea.com = 0.725.

Example 6.9. Let us determine the effectiveness of a round
target being hit by a group of attack ailrcraft (Fig. 6.27 b?,
here using the first scheme of combat operations. The probabi-
lity of a fighter-interceptor being shot down by the fire of a
cover aircraft 1s determined by the formula
wsd, - w +(1—W (1 - W W , (6.109
-1 1sacov lsacov lsaf_i Esacov )
where Wlsa and w23a are the probabilities of a fighter-
cov cov Interceptor being struck by the
first and second salvos of a cover
aircraft, respectively;
wsa is the probability of the striking air-
-1 craft belng hit by the reply salvo
of the fighter-interceptor.
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The probabllity of the fighter-interceptor not belng downed by
the cover aircraft will be

W =1 —W =
nsdf_i Sdf-i

=(1—-w Y/ I—-(1—-w W . (6.110
1sa, . A lsap 4 23a90v47 )

If it is assumed that the probabllitfy of belng shot down by
a salvo of two missiles 1s 0.5 for each of the salvos (of the
fighter-interceptor and the cover aircraft), then

Wosqg = 0.375.
cov

This is the probabllity that the fighter-lnterceptor can
strike the cover alrcraft with the remaining half of 1its ammuni-
tion load.

Now let us determine the probablllty of an attack aircraft
penetrating to a target after breaking through the AAD, based
on formula (6.103), considering here that

Wo o =W W

-1 nsdf_i int

£-1

Here W is the probability of interception by a fighter-

int,. .

-1
interceptor of an attack aircraft with the expenditure of the
remaining half of hls ammunition load. Referring to these func- 4396
tions, let us find the probability of the attack aircraft perform-
ing thelr combat mission

By com = wc.rwAADwdet’

is the probability of detection of a target by an
attack aircraft when only one aircraft out of a
group attacks a target.

(6.111)

where Wdet

The probabllity of detecting a ground target by an attack
alrcraft using optical, radar, and infrared means can be repre-
sented as

W

get = 3= (=W )@ =W, 4) (1 -1, (6.112)

" where Wont? wfad’ and W, are the probabilities of target detec-
P tion with optical, radar, and in-

frared units of the attack craft.
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To determine the numerieczl value of Ea com’ let us assume

that the AAD system includes the follewlng: 10 20-mm small-caliber
rapld-firing cannon, 1C batteries of missiles (each of the bat-

teries can launch only one missile at the target),and four fighter-
interceptors. Part of the AAD facilities is suppressed by the at-

tack alrcraft; then there remains ng a3 = 6, na z.m = 2. By

formulas (6.104) let us find Wy 4. o = 0.02 and W, — 0.15 and
Wpap = 0.32 (for wstrf_i = 0.5)., We will assume that wopt = 0.6,
Wong = 0.6, and Wy, = 0.6. In this case, Wiet = 0.%4. The pro-

babllity of performing the combat mission can be determined with
formula (6.111), that is,

Ea.com =0,9 - 0,32 ¢+ 0.94 = 0.27.

Here 1t was assumed that the combat readiness of all AAD
facilities (s.a.a, antiaircraft missiles, and fighter-intercep-
tors) is W = 0.94.

c.r

In the last two examples the operating reliability of the
onboard equipment of the missiles and aircraft was left out of
consideration. When this 1is taken into account, the wvalues
found, E_ __ = 0.725 (Example 6.6) and E. aom = ©-28 (Example

6.9% wlll be somewhat less; however, the ratio between the effec-
tiveness of the group operations of AAD facilities and attack
facllitles willl be retained. The resulting probabillity of per-
forming the combat misslon by one attack aircraft, E. com = 0.28,

will be increased with the operations of two aircraft against
the same target (¢f. Fig. 6.26). These examples show how group
operations of AAD facilities or air attack facilities influernce
the effectiveness of combat mission performance.

6.6. Synthesls of Control Systems of Flight Craft Complexes

Approximate characteristics of control systems and para-
meters of flight craft can be determined with methods of analysis
based on statistical data and mathematical functions given in
Chapters Two to Four. Thils method of prelliminary project-planning
requlres constructing quite a large number of graphs with which
the most optimal system parameters can be found’. This approach /397
involves large time outlays. It is best to use methods of syn-
thesis to reduce the time outlays at the initial stages of project-
planning.

One of the possible formulations of problems in synthesis
is to select the values of the most important system and system-
element parameters, given the condition that the complex performs
its combat mission with assigned effectiveness at minimum cost.
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The interrelationship of system parameters and the complexity of
the equations describing system functioning, and sometimes even
the impossibility of a mathematical description of several pro-
cesses rule out the possibility of a successlve applicatlon of
analytical methods of synthesis. Therefore, in project-planning
complex systems often one 1s compelled to resort to a comblnation
of heuristic methods of determining values of indivldual para-

meters with methods of mathematical modeling to select the remain-‘
i

ing parameters8.

The synthesis of control systems embraces the followlng
stages.

The first stage (setting up the block diagram of the system)
makes it possible to establish functicnal relationships between
the main subsystems. Here the a priorl information on the condi-
tions of the combat use of the system is taken into account (the
parameters of the targets struck, probabilities of performing
a combat mission wilth reference to enemy counberaction, possible
variants of the layout of system faclllties, and so ons. Then
the makeup of the facilitlies of fhe entire system and the struc-
ture of the block diagram are refined.

The sescond stage 1is the determinatlion of the cost of the
subsystems and of the system as a whole, with reference to out-
lays for increasing operating relliability for an assigned effec-
tiveness of performing a combat milssion. At this stage, usually
the complexlty of individual subsystems is established and the
system cost functional 1is set up. By minimizing it, one deter-
mlnes the minimum cost of the system and the requisite depth
of standby status of individual subsystems, as a function of
their complexity and operating rellability. Statlistical data
on early-completed developments are used in determining the de-
pendence of cost on various parameters.

The third stage is the selectlon of the maln parameters of
the subsystems and of the entlire system as a whole. After deter-
mining the extent of standby status of the subsystems, the block
diagram of the control system 1s again refined, and on the bhasls
of this refinement working algorithms and system modelling schemes
are set up to select the system's main parameters. Modeling is
carrled cut with digital or analog-digital computers. From the
parameters found, the effectiveness of use of the system iIn var-
ious application conditions 1s determined and 1ts cost is found
again (the cost of the development and manufacture with reference
to the seriles status of its productlon, use, and so on)}.

The fourth stage is the construction of a CPM graph and
the determination of the time required to develop and bulld the
system. The stages of system development and buildlng that are
the most heavlily loaded as to time are determined on the basils
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Fig. 6.28. Block diagram of an alr target-

Iinterception system
KEY: 1 -- Homlng subsystem

Ground radar field
Homing command-generating computing
instrument ?(T

2 -~ Homlng command generating instrument

3 -- Navigation instruments / Onboard coor-
dinator

4 -- Target motlon parameters

5 -- Long-range guldance subsystem

6 -~ R < R.a D

7 -- R > Rcap

8

9

page/
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Fig. 6.28. Block diagram of an air target-
Interception system
/Continued/

KEY: 10 -- Interceptor motion parameters

11 -- Homing error
12 -- Flight craft
13 -- Long-range guldance error
14 -- Flight craft control subsystem.
15 -- System for transmitting data on board
16 -- WB
_ om
17 -- Warhead aerial-burst fuse subsystem
18 -~ Wy, cu /T-r gu = long-range guidance/
19 -- W, . [cor = correction /
20 -- Phom
21 -- Pstr
22 -~ P
1-r gu
23 -- Ea

of the CFM graph, and the technical measures to correct these
stages are projected. Then the cost of the development and manu-
facture is against refined.

The fifth stage involves workilng out the possible group oper-
ations of complexes with the projected control systems in defense
or offense. At this stage various tactical-operational schemes
of combat operations are examined; optimal compositions of groups
and thelr rational connections with other complexes are esta-
blished.

Difficulties in syntheslzing a system 1lie, first of all, in
the tlme connection of quantities differing in their physlcal
nature that characterize the complex and its functioning (costs,
effectiveness of combat mission performance, target detection
probabllities, and parameters of flight craft and thelr onboard
equipment), the need to use various a priori information (about
the target, the layout of means of offense or defense, and so on),
and also the necessity of using heuristic methods of selectling
individual parameters. Iet us consider by way of example a scheme
for the synthesls of the control system of a one-time interception
complex.

Example 6.10. The block diagram of ailr target inception by
a flight craft 1s shown in Fig. €.28. Each of these subsystems
(denoted by rectangles in the figure) must be chosen on the con-
ditions of its technical feasibility. Selection of the main /H00
subsystem parameters 1s presented “n Chapters Two to Four and
thelr dynamic characteristies are given in several books of the
present series,
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We will assume that an alr target flying at altltude Ht and

veloclty Vt

probability W. Based on this informatlion we will formulate var-
iants of the interception schemes that would ensure, with assigned
effectiveness Ea’ interception and striking of the alr target in

defense belt Z at a penetration depth 1 (ef. Fig. 6.27 a). The
interceptor must execute 1nterception of the target with assigned
probabllity along the interceptlon line Rin' Depending on the

parameters of the interceptor, the interception line can be
1:{:Lnl < R:I_nQ < Rin?;'

With the adopted radar arrangement scheme, the required mean

interceptor veloclity vav will depend on Rdet and Rin i The

smaller Rdet is for an assigned depth of launch position location

C, the greater willl be Vav and the speed of encounter with the

is detected by a ground radar at the range R,,. with

target at the instant of 1ts belng struck.

Locating launch points closer to the boundary /frontier/ for

some R leads to a decrease in € and for equal V =V =
det avl ave
=V
avi

of the interceptors -- to a narrowing of the belt B. In
this case a larger number of launch points for the interceptors
is needed in the cover belt. An increase in vav for fixed Rdet
and C leads to an enlargement of the belt B.

The number of launch points and interceptors affects the
cost of the control system and the interception complex. There-
fore, the requlred system (complex) parameters must be determilned
wlth reference to their operating reliability and the use of
standby provisions, for a minimum cost of destroying the target.

During the planning of the control system, certaln other
parameters of the block diagram are also refined. From Filg. 6.28
1t 1is c¢lear that the parameters of target and 1lnterceptor motion

during long-range guldance (R > Rcap) are determined by the ground

field for the target and for the lnterceptor. These parameters

are fed into a digital computer to generate guldance commands,
which are then sent via the data transmlssim subsystem to the
flight craft control subsystem. The control system processes

these commands and moves the actuators of the flight craft. When
the flight craft reaches the range Rcap’ equal to the capture range

for the onboard target boming coordinator, the homing command gen-
erating instrument is triggered. These commands are sent to a sub-
system controlling the motion of the flight craft. At a certain
distance to the target, depending on the relative motion parameters
of the flight craft and the target, the aerlal-burst fuse subsys-
tem of the warhead 1s triggered, destroying the target.
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A system with the block dlagram considered above functions
with random deviatlons of its parameters (owing to the influence
of random perturbations acting along the detection and control
channels, passive and active Jamming, and target maneuvering).
Therefore in the control system arilse errors in the execution
of the stages of long-range guidance (A) (cf. Fig. 6.28) and

. homing (B), influencing the probablility of the performance of

i
these stages L gu and W, .. The probability Wiin gu is

strongly affected by the radar field parameters. But the effec-
t%ven?ss of interception performance 1s evaluated by formula
.23).

cﬁ.ye Ce
Crr B -
A 6?:1'}61':2} dhs » § g
\ KRS D
(L =f2(n)
\\ E

H F C5.pc=fi(R 32 £0¢) .
L a) g4 a) ﬂaax.ﬁpf? i

e) Rv?ag.ﬁ.pc- KM

Fig. 6.29. Dependence of the costs
of a group of Interception complexes
on the errors of the radar field
KEY: A -- Cgr /gr = grou
B -- crcom1 > Gcom2> c’c:om3 > Gcom4> Gcom5
€ -~ Copp-p JONb-r = onboard radar/, c,
D -~ ¢, = £5(Ryy)
/Caption continued E -- C = fl(Rcap.onb—r) /cap.onb-r =

onb-r
on following page/ onboard radar, capture/
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Fig. 6.29. Dependence of the costs
of a group of interception complexes
on the errors of the radar fleld

/continued/

t
i
=

G ecap.onb-r’ J
B - Coom
I --o¢ > g, >0 > G,
com; = %eom,” “comy 7 “comy
. /gr.f = ground radar field/
K== com
L —--W /In.rear = rear hemisphere of
in.rear interception
M -- W, /in = interception
N --o¢
com,
0 -- ¢
Comu_
P--0
com;
Q -- Tcomy
Ro-- CFcom5
S == Rget
T -- Win
v-- °bom5<3°bom4< %eomy< Teom,< Scomy
V -= Rooup onb-r /rear hemisphere of onboard

radar/

let us determine the dependence of the cost of a group of
interception complexes on the errors of a fleld of radar stations
ocom" It is clear from Fig. 6.29 a that for each Ocom there

exists a minimum cost C,, /gr = group/. This 1s explained by

the fact that the cost of the radar field lncreases with decrease
15 the detectlon range owlng to an increase in the number of sta-
tions. The cost of a field also Increases with rise in the radar
covegage owing to the necessity of preserving the assigned accu-
racy oboml’ which can be achieved only by greater complexity of
the statlon or the computer processing the target information.
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A reduction in the minimum cost Cgr in the interwval

thcomu’ c%omi;7 occurs through a decrease 1n the monetary out-
lays for the actlve facillities; a further increase in Cgr (for

Gcom4:>ccom5) i1s attributable to an increase in the cost of

the radar of the ground fleld, exhibiting increased accuracy.

To determine the cost of a group Cgr’ we must know the de- 4402
pendence of the cost of one 1Interceptlion complex Ccom on the
probabllity of striking the farget and the size of the error

Tcom: From Fig. 6.29 b it 1s clear that as win is increased,

the cost of one interception complex goes up. This is due to

an lncrease in the required target capture range by the onboard
homing coordinator to ensure high capture probabilities (Fig.

6.29 c), and thus, by an increase in the cost of the coordinator
1tself (ef. Fig. 6.29 d). At the same time, with a rise in the
accuracy of the radar field % om’ the cost of the complex becomes
lower.

Thus, to obtain the graphs (Flg. 6.29 a), we must first con-
struct the graphs Fig. 6.29 b,c,d and, in addition, obtaln the
dependence of the cost of the ground field on the range of the
ground radars and their accuracy (Fig. 6.29 e).

In this example we have examined the method of determining
the parameters of a ground radar field for fixed parameters of
the flight craft during the synthesls of the complex. During
a synthesis, we also could have found the optimal parameters of
the flight craft for fixed values of the ground field. The func-
tion given in Fig. 6.29 4 shows that for small interception ranges
the cost of a group rises, owing to an increase 1n the number of
the complexes. A further rise in cost is related to an increase
in the speed of interception.

This synthetic pathway conslidered is not the socle one. One
can concelve of a good many other schemes permitting the selection
of the control system parameters (or the parameters of complexes).
They all, however, 1in general outline will follow the scheme des-
cribed in thils section.

FOOTNOTES

lWh.ile this principle 1s valid for linear and relatively
uncomplicated systems whose functioning is descrlbed by ordinary
differential equations, this acceptability is, strictly speaking,
not obviocus in the constructlon of complex systems represented
by the superpositioning of nonlinear operators.
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FOOTNOTES /Continued/

2The general princlple of this transition from a quantita-
tive to a gualitative criterion when the stochastic nature of
external parameters y, appears is given, in particular, in the
7. :

work ZE

3Pardow, J., "Communication Satellites," in: Sistemy Svyazl
s Ispol'zovaniyem ISZ (Communlcations Systems Using Artificlal
Earth Satellites), (translated from the English), Moscow, '"Mir"
Publishing House, 1964,

"

the complexity factor characterlzes the complexity of a
subsystem. We will assume that S; = 1.0 is the "ordinary com-

plexity" factor. By "ordinary complexity'" we mean the complexity
of a subsystem equlvalent to 10,000 series-connected resistors
(ef. Table 6.1).

5 p is the constant cost component pald in the form of a tax
in buying or renting land for launch points; it is typical of
the United States and other capitalist counftries.

60f course, on the nature and degree of active countermeasures
depend the tactics of using combat facilities, which in some cases
can be employed only agalnst means. of defense. A discussion of
these problems 1s -- however -- beyond the scope of the present
volume.

7Cf. also books in this present series dealing with methods
of project-planning various kinds of control systems and their
equipment. For example, Krinetskly, Ye. I., Slstemy Samonave-
deniya (Homing Systems), Moscow, "Mashinostroyeniye' Publlshing
House, 1970.

8When control systems are modernized, physilcal modeling
incorporating actual equlpment 1is possible.

9The values of O oom and the subsequent characteristics of

the system for long-range gulidance and homing are determined by
modeling.
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